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Abstract - Deep Learning is the most stimulating and mind-

blowing some portion of Machine Learning. It's a system that 

urges PCs to do what becomes alright easily for individuals. 

Profound learning is getting heaps of thought recently and 

considering current conditions. It's achieving results that were 

unreasonable beforehand. In profound learning, a PC model 

makes sense of how to perform portrayal assignments direct 

from pictures, substance, or sound. Profound learning models 

can achieve top tier precision, every so often outperforming 

human-level execution. Models are set up by using a 

tremendous plan of named data and neural framework 

structures that contain various layers. A Convolutional neural 

framework (CNN) is a neural framework that has at any rate 

one convolutional layer and is used mainly for picture getting 

ready, plan, division, and moreover for other auto-related 

data. A convolution is fundamentally sliding a channel over the 

data. Counterfeit Neural Networks or ANN is an information 

dealing with a perspective that is stirred by the way the 

characteristic tactile framework, for instance, mind process 

information. It is made out of a tremendous number of 

significantly interconnected taking care of elements(neurons) 

filling in as one to deal with a specific issue. The goal of this 

paper is to watch the variety of exactness’s of CNN and ANN to 

characterize manually written digits utilizing ages and to 

make an examination between the correctness’s. For this 

presentation assessment, we played out our preliminary using 

the Modified National Institute of Standards and Technology 

(MNIST) dataset. 

Key Words: Convolutional Neural Network (CNN), 

Artificial Neural Network (ANN), Softmax, Relu, MNIST 

dataset. 

1. INTRODUCTION  
 
The issue of written by hand numerical acknowledgment has 

been broadly concentrated as of late likewise the mammoth 

amount of pre-handling ways and grouping calculations are 

created. The most issue of composed numerals 

acknowledgment is the genuine fluctuation in size, 

interpretation, stroke thickness, pivot, and twisting of the 

numeral picture as a result of composed digits square 

measure composed by entirely unexpected clients and their 

style is not quite the same as one client to an alternate client. 

It's even unrealistic to develop data, along with all the 

regular examples of the free numerals. For include extraction 

of character acknowledgment, various methodologies are 

arranged (O.D. Trier, A.K. Jain, and T. Taxt,1995). Written by 

hand digit acknowledgment are an incredible space of 

examination in optical character acknowledgment 

applications and example orders (Tuan,2002). In the case of 

penmanship is perceived, though, composing through 

touchpad utilizing the pointer pen, it's known as web-based 

penmanship acknowledgment. During this case, penmanship 

is examined thus comprehended, by the pc, it's known as 

disconnected penmanship acknowledgment.  

Transcribed digit acknowledgment has for quite some time 

been a partner in open issues inside the division of example 

arrangement. This task intends to actualize a grouping 

calculation to recognize composed digits (0‐ 9). it has 

appeared in design acknowledgment that no single classifier 

plays out the chief powerful for all example arrangement 

issues methodically. Consequently, the extent of the task 

conjointly encased the rudimentary examination of different 

classifiers and blend techniques and measure the 

admonitions around their presentation during this 

unequivocal drawback of composed digit acknowledgment. 

Precursor a few investigations have demonstrated that 

Neural Network alternatives a satisfying exhibition in data 

grouping. the most goal of this paper is to create efficient and 

solid methods for the acknowledgment of composed 

numerals by examination with different existing 

arrangement models. We tend other than found that because 

of work data is expanding the exactness of the classifier is 

also improved. the most destinations are to recognize 

written by hand digits appropriately, to support the 

exactness of discovery, to build up a way that is independent 

of digit size and writer style/ink independent. 

Several evaluations have utilized different approaches to 

manage a made digit with absolutely unanticipated AI 

methodologies Khotanzad et at (1998) WHO have applied 

the considerations of Machine Learning and Neural 

Networks to see and pick the made digits from its picture. 

This investigation has indicated that digit acknowledgment 
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is a brilliant model issue for getting the hang of concerning 

neural systems and it gives phenomenal gratitude to 

building up extra propelled methods like profound learning. 

This finding isn't equivalent to Gorgevik and Cakmakov 

(2017). Who has created Support Vector Machine dependent 

on for the most part digits acknowledgment framework for 

manually written Roman numerals Perwej et al (2012) have 

given the transformation of composed information into 

electronic information, nature of composed characters and 

furthermore the neural system way to deal with make 

machine skillful of perceiving transcribed characters, while, 

as Liu et al talks a thorough measure of composed digit 

acknowledgment with changed best in class draws near, 

include outlines, and datasets Though, the association of 

instructing set size versus precision and furthermore the 

dataset-autonomy of the prepared model's zone unit 

examined? Immune system issue Cun et al (1998) present 

convolution neural systems into the composed digit 

acknowledgment investigation and depicts a framework that 

may even now be viewed as best in class. This examination 

centers around include extraction and order. The 

presentation of a classifier will swear the most extreme sum 

on the standard of the alternatives as on the classifier itself. 

This investigation train and check for design examination in 

assurance composed digit acknowledgment issues misuse 

the MNIST information. The most motivation behind this 

postulation is to make a dependable system for the 

prominence of composed digit strings. Along these lines, to 

achieve the prevalence task, first, the digit string is 

partitioned into singular digits. At that point, a digit 

acknowledgment module is used to characterize each 

isolated digit completing the composed digit string 

acknowledgment task. During, this paper we watch the 

variety of correctness’s of CNN and ANN to arrange Hand 

Written Digits utilizing ages and to make a correlation 

between the exactness’s. For this presentation of 

development, we played out our path using the MNSIT 

informational index. 

2. LITERATURE SURVEY 
 
Handwritten digit recognition is a popular issue among 

researchers. There are many papers and articles published 

about this topic. These are some researches that are done on 

handwritten digit recognition using different machine 

learning algorithms. Convolutional Neural Network (CNN) 

has high accuracy because of its accuracy it is being used on 

a large scale in image processing, video analysis. CNN is even 

being used in natural language processing and sentiment 

recognition by varying different parameters [1]. The 

implementation of CNN with TensorFlow on the MNIST 

dataset to recognize the handwritten digits showed great 

accuracy [2]. The handwritten digits recognition model with 

CNN implemented using different numbers of hidden layers 

and epochs found that we can reach ideal accuracy with 

respect to the number of epochs and hidden layers [3]. It is 

difficult to get a good performance as more parameters are 

needed for the large-scale neural network. In research, it is 

discovered that deep nets perform better when they are 

prepared by basic backpropagation. Their architecture 

brings about the most minimal error rate on MNIST contrast 

with NORB and CIFAR10 [4]. The CNN and ANN have a 

similar architecture which is comprised of an input layer, 

some hidden layers, and an output layer. Every layer in ANN 

contains several neurons which takes the output from the 

weighted sum of the available neurons in the precursive 

layer, and bias is added to the outcome. At that point, the 

outcome continues to an activation function [5]. In research 

done on handwritten digits Recognition the model was 

implemented with an ANN which can identify handwritten 

digits from 0 to 9. The proposed neural system was trained 

and tested on a dataset achieved from MNIST. Their 

proposed method utilized the image pixels for its feature 

extraction process. ANN carried out the classification, and 

the overall classification accuracy is 99.60 percentage [6]. 

The performance of the classifier can be estimated regarding 

the capacity to recognize a condition appropriately. The 

examinations of accuracies of various classifiers under the 

same conditions help us to comprehend their performance 

[7]. Since there are many deep learning algorithms in 

research, they implemented KNN, SVM, RFC, and CNN 

algorithms to trained and tested on the same data in order to 

acquire the comparison between the classifiers. Using Keras 

as backend and TensorFlow as the software a CNN model is 

able to give an accuracy of about 98.72%, while KNN gives an 

accuracy of 96.67%, RFC and SVM have low accuracies [8]. 

3. DATASET 
 
 The MNIST dataset was created by Yann LeCun, Corinna 

Cortes and Christopher Burges for assessing AI models on 

the manually written digit characterization issue. The 

dataset was developed from various filtered archive dataset 

accessible from the National Institute of Standards and 

Technology (NIST). Pictures of digits were taken from an 

assortment of filtered reports, standardized in size and 

focused. This makes it a magnificent dataset for assessing 

models, permitting the engineer to concentrate on the AI 

with almost no information cleaning or readiness required. 
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S.No. Digit Number of 

Images 

1. 0 6,000 

2. 1 6,000 

3. 2 6,000 

4. 3 6,000 

5. 4 6,000 

6. 5 6,000 

7. 6 6,000 

8. 7 6,000 

9. 8 6,000 

10. 9 6,000 
Table 1: Various styles of Digits 

Each picture is a 28 by 28-pixel square (784 pixels all out). A 

standard split of the dataset is utilized to assess and think 

about models, where 60,000 pictures are utilized to prepare 

a model and a different arrangement of 10,000 pictures are 

utilized to test it.  

It is a digit acknowledgment task. As such there are 10 digits 

(0 to 9) or 10 classes to foresee. Results are accounted for 

utilizing expectation mistake, which is simply the reversed 

grouping exactness. 

 

Figure 1: Sample Images of DATASET 

4. METHODOLOGY 
 
 Artificial Neural Network (ANN) utilizes the handling of the 

mind as a premise to create calculations that can be utilized 

to model complex examples and expectation issues.It is 

made out of countless significantly interconnected planning 

elements(neurons) working as one to deal with a particular 

issue.In the wake of gaining from the underlying sources of 

info and their connections, it can deduce concealed 

connections on inconspicuous information too, in this way 

causing the model to sum up and anticipate inconspicuous 

information. The Activation work is critical for an ANN to 

learn and fathom something genuinely tangled. Their 

essential explanation behind existing is to change over a data 

indication of a center point in an ANN to a yield signal. This 

yield signal is used as commitment to the accompanying 

layer in the stack. Commencement work picks whether a 

neuron should be instituted or not by finding out the 

weighted total and further adding inclination to it. Without 

inception work, our model can't learn. Artificial neural 

systems require a coach so as to portray what ought to have 

been delivered as a reaction to the information. In light of 

the contrast between the genuine worth and the anticipated 

worth, blunder esteem likewise called Cost Function is 

processed and sent back through the framework. For each 

layer of the system, the cost function is broken down and 

used to change the limit and loads for the following info. Our 

point is to limit the cost function. The lower the cost 

function, the closer the real incentive to the anticipated 

worth. Along these lines, the mistake continues getting 

barely lesser in each run as the system figures out how to 

break down qualities. 

 

Figure 2: ANN Algorithm Flowchart 
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Figure 3: ANN Architecture 

A Convolutional neural framework (CNN) is a neural 

structure that has at any rate one convolutional layer and is 

utilized for the most part for picture getting ready, portrayal, 

division, and besides for other autocorrelated data.Instead of 

focusing on a whole picture on the double to discover certain 

highlights, it very well may be progressively viable to focus 

at littler bits of the picture. Instead of focusing on a whole 

picture on the double to discover certain highlights, it very 

well may be progressively viable to focus at littler bits of the 

picture. Convolution is the chief layer to expel features from 

a data picture. Convolution makes sure about the 

relationship between pixels by learning picture highlights 

utilizing little squares of information. It is a logical action 

that takes two wellsprings of information, for instance, 

picture network and a piece. Each convolutional layer 

contains a development of channels known as convolutional 

partitions. The channel is a matrix of numbers that are 

utilized on a subset of the input pixel esteems, a similar size 

as the kernel. Every pixel is duplicated by the taking a gander 

at a persuading power in the section, by then the outcome is 

summarized for a solitary helper for straightforwardness 

tending to a structure cell, similar to a pixel, in the yield 

channel/highlight map. 

 

Figure 4: CNN Algorithm Flowchart 

 

Figure 5: CNN Architecture 

5. RESULT AND ANALYSIS 
 
 The significant contrast between a conventional Artificial 

Neural Network (ANN) and CNN is that solitary the last layer 

of a CNN is completely associated while in ANN, every 

neuron is associated with each other neuron. CNN attempts 

to diminish the picture size given to choose just the featured 

part (for example the pen point) as opposed to concentrating 

on an entire picture as soon as possible to find certain 

features, it might be continuously suitable to center at tinier 

bits of the image. 



          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                Volume: 07 Issue: 06 | June 2020                 www.irjet.net                                                                     p-ISSN: 2395-0072 

 

© 2020, IRJET       |       Impact Factor value: 7.529       |       ISO 9001:2008 Certified Journal       |     Page 5871 
 

 
Graph 1: CNN Model 

 
Graph 2: ANN Model 

On training and testing the MNIST dataset with both CNN 

and ANN models the accuracy obtained is 98% and 91% 

(approx.) respectively. 

6. CONCLUSION 
 
 On contrasting both the ANN and CNN calculations over 

handwritten digit recognition, since the exactness level of 

CNN is more contrasted with the ANN, we can finish up 

expressing the CNN calculation is wanted to be utilized over 

the ANN calculation. However, in a couple of cases, ANN can't 

be supplanted with CNN for playing out the activities. 

7. REFERENCES 
 
[1] K. G. Pasi and S. R. Naik, "Effect of parameter 

variations on accuracy of Convolutional Neural 
Network," in 2016 International Conference on 
Computing, Analytics and Security Trends (CAST), 
2016, pp. 398-403: IEEE. 

 

[2] Anuj Dutt, Aashi Dutt,” Handwritten digit 
recognition using deep learning”, International 
Journal of Advanced Research in Computer 
Engineering & Technology (IJARCET), vol. 6, no. 7, 
July 2017.  

 
[3] Fathma Siddique, Shadman Sakib, M.A.B,” 

Recognition of Handwritten Digit using 
Convolutional Neural Network in Python with 
Tensorflow and Comparison of Performance for 
Various Hidden Layers”. Preprints, Issue 2019. 

 
[4] D. C. Ciresan, U. Meier, J. Masci, L. M. Gambardella, 

and J.Schmidhuber, "Flexible, high performance 
convolutional neural networks for image 
classification," in Twenty-Second 
International Joint Conference on Artificial 
Intelligence, 2011. 
 

[5] R. J. Schalkoff, Artificial neural networks vol. 1: 
McGraw-Hill New York, 1997. 

 
[6] K. T. Islam, G. Mujtaba, R. G. Raj and H. F. Nweke, 

"Handwritten digits recognition with artificial 
neural network," 2017 International Conference on 
Engineering Technology and Technopreneurship 
(ICE2T), Kuala Lumpur, 2017. 

 
[7] Dr. Narender Kumar, Himanshu Beniwal, “Survey on 

Handwritten Digit Recognition using Machine 
Learning,” International Journal of Computer 
Sciences and Engineering, Vol.06, Issue 2018. 

 
[8] Vijayalaxmi R Rudraswamimath, Bhavanishankar 

K,” Handwritten Digit Recognition using CNN”, 
International Journal of Innovative Science and 
Research Technology, Volume 4, Issue 6, June 2019. 

 
[9] Rezoana Bente Arif, Md. Abu Bakr Siddique, 

Mohammad Mahmudur Rahman Khan, and 
Mahjabin Rahman Oishe,” Study and Observation of 
the Variations of Accuracies for Handwritten Digits 
Recognition with Various Hidden Layers and 
Epochs using Convolutional Neural Network”, 
International Conference on Electrical Engineering 
and Information & Communication Technology 
(iCEEiCT), Issue 2018. 

   
[10] Stefan Knerr, LConPersonnaz, and GCrard Dreyfus, 

‘Handwritten digit recognition by NeuralNetworks 
with Single Training’, IEEE Transactions On Neural 
Networks, VOL. 3, NO. 6, Nov., 1992  


