
Abstract - Analysis of a disease is tough
task  in  the  medical  feld.  Various
classifcation  methods  are  used  to  predict
the diseases.  Diagnosis of diabetes can be
analyzed  by  checking  the  level  of  blood
sugar  of  patient  with  the  normal  known
levels, blood pressure, BMI, skin thickness,
and so on. The main aim of this paper is to
build  a  statistical  model  to  predict  the
diabetes.  The  feature  extracted  using
Principal  Component  Analysis  and  then
modeled  using  Linear  Regression  Model.
The  accuracy  obtained  by  this  method  is
82.1 % for predicting diabetes. 
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1.INTRODUCTION 

Analysis of diseases is a dificult  task in
medical  feld.  Diabetes is  a  metabolic
disease  that  causes  high  blood  sugar.The
paper  presesnts  the  stastistical  model  to
predict  the  diabetes.  Principal  Component
Analysis(PCA) is used to extract feature and

then  modeled  using  Linear  Regression
Model.The  dataset  used  is  Pima  Indian
diabetes dataset(PIDD).

Feature  extraction  is  main  step  in
examining  the  PIDD  dataset.  PCA  is
reduction method which considers the PIDD
as set of rows representing characteristics in
a high dimensional  space and all  rows are
put up to a directions which represents the
best set of features.The original features of
PIDD  are  approximated  with  fewer
dimensions which are an overall of original
PIDD  using  PCA.The  model  is  build  using
linear regression model.

2.RELATED WORKS

H. Roopa, T. Asha[1] proposed a A Linear
Model  Based  on  Principal  Component
Analysis for Disease Prediction. It uses PCA
and LRM.Polat  et  al.  [2]  proposed a Least
Square  Support  Vector  Machine  (LS-SVM)
classifcation method to obtain an accuracy
of  79.16%.  Generalized  Discriminant
Analysis  (GDA)  was  used  at  preprocessing
stage  for  discriminating  variables  of  PIDD
and  then  LS-SVM  technique  was  applied.
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Seera and Lim [3] proposed Fuzzy Min–Max
neural  network,  Regression  Tree  and
Random  Forest  (FMM-CART-RF)  combined
hybrid  classifcation  method  that  achieved
an accuracy of 78.39% for PIDD.

Sa’di  et  al.  [4]  classifed  PIDD  using
various data mining algorithms and analyzed
that Naïve Bayes performed well than RBF
network  and  J48  with  an  accuracy  of
76.95%.Bansal  et  al.  [5]  proposed  an
evolutionary method where feature selection
of  PIDD  is  obtained  by  Particle  Swarm
Optimization  (PSO)  method  and  then  k-
Nearest  Neighbor  (KNN)  classifcation
technique  is  applied  on  these  features  to
achieve an accuracy of 77%. Choubey et al.
[6]  applied  Genetic  Algorithm  (GA)  for
variable selection on PIDD. The accuracy of
78.69%.

3.PROPOSED METHODOLOGY

The  proposed  methodology  includes
feature  extraction  of  PIDD using  PCA and
then  modeling  using  LRM.  The  model
illustrated using the Figure1.

A. Input data
The proposed  system make use of  Pima

Indian  Diabetes  Data.  PIDD  consist  of  8
actual  variables  and  one  class  variable.
There are total 768 instances out of which
268 instances have class variable value ‘1’
and 500 instances have class variable value
‘0’  respectively.  If  the  binary  response
variable  represents ‘1’  means ‘‘positive for
diabetes’’  and  ‘0’  means  ‘‘negative  for
diabetes’’.  The  attributes  of  PIDD  are
presented in Table 1.

B. FEATURE EXTRACTION BY PCA
Principal Component Analysis is applied to
extract the feature of PIDD values to a new
space. The following steps are involved:

 Subtract  the  mean  from  each
dimensions of PIDD. It will produces a
data set whose mean is zero.

 Calculate the variance matrix between
two separate    dimensions of PIDD.

 Find the Eigen vector and Eigen values
of the matrix obtained in step2.

 Construct the feature vector and take
transpose  of  it.  Then  multiply  it  with
original  PIDD  to  obtain  new  set  of
features projected to new space.

Table -1:The attributes of PIDD 
No. Variables Values

1 Pregnancies Integer

2 Glucose Integer

3 Blood Pressure Integer

4 Skin thickness Integer

5 Insulin Integer

6 BMI Numeric

7 Diabetes Function Numeric

8 Age Integer

9 Class Integer(0 or 1)

Figure1. Steps involved in the proposed
system.

PIDD

PCA

LRM

Classified diabetes 
disease data
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C. LINEAR REGRESSION MODEL (LRM)
The   regression  analysis  has  dependent
variable   value ‘y’ and independent variable
values‘x1,x2,x3,..,xk’.Linear  regression  model
is represented by equation (1)

y=b0+b1x1+b2x2+...+bkxk+ε                   (1)

where ‘y’ is the class variable of PIDD data,

b0 is a ‘y’ intercept,

ε is an error term and

b1 ,b2 ,b3,.....,bk are coefcieients of x1,x2,x3,...,x
k. respectively.

‘y’  is  based  on  the  set  of  independent
variable values  x1,x2,x3,...,x k. 

          The  ftted  line  of  equation  (1)  is
calculated  by  principle  of  least  square
method where b1  ,b2 ,b3,.....,bk are chosen in
such a way that the Sum of Squares of Error
(SSE) is minimum.

Consider  equation  (1),  For  n  =  768
observation,

Let,

b̂ → least square estimates of b1 ,b2 ,b3,.....,bk

of linear model.

Least square matrix is obtained by

(x1x) b̂ = x1y

where x1 → is transpose of x matrix.

(x1x)  →  coeficient  matrix  of  least  square
estimates of b0 , bˆ1 . . . . . . . . . bˆk .

x1y → gives matrix of constants.

Therefore least square solution is obtained
by b̂ =(x1x)−1.x1y

Substitute b̂ in equation (1) to get the fnal
ftted line.

D. OUTPUT DATA
The  model  classifes  features  of  PIDD  as
diabetic or normal.

4.RESULTS

The attributes of PIDD is projected to a
new space using PCA. Then LRM is applied
on the components of PIDD. The results are
shown below. The PIDD is partitioned such a
way that 80% are used as training dataset
and 20% are used for testing.  That means
614  for  training  and  154  for  testing.  The
confusion  metrics  for  test  data  and  ROC
curve  for  training  and  testing  data  are
shown below. 

Figure2. Result on webpage for train data

Figure3. ROC curve for train data

          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                Volume: 07 Issue: 06 | June 2020                 www.irjet.net                                                                     p-ISSN: 2395-0072 

© 2020, IRJET       |       Impact Factor value: 7.529       |       ISO 9001:2008 Certified Journal       |     Page 2587 



Figure4. Result of train data.

 Figure5. Result for classifcation report.

Figure6. Result of test data on webpage

Figure7. ROC curve for test data

Figure8. Confusion metrics for test data

5.Conclusion  and future work

This  paper  presents  the feature extraction
and  statistical  modeling  on  PIDD  dataset.
The  PIDD data  is  extracted  to  new space
using  PCA.  The  newly  projected  features
then modeled using LRM to predict whether
the patient is diabetic or normal. The results
obtained  in  this  study  have  achieved  high
accuracy rate for predicting diabetes when
compared with  other  existing  methods.  As
future scope,the proposed statistical model
can  be  adopted  for  predicting  diferent
kinds  of  diseases  like  tuberculosis,  eye
disease, cancers, etc.,
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