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Abstract-- Collaborative Filtering (CF) and Deep 
Learning is one of the most successful 
recommendation approaches to cope with 
information overload in the real world. However, 
typical CF methods equally treat every user and 
item, and cannot distinguish the variation of 
user’s interests across different domains. This 
violates the reality that user’s interests always 
center on some specific domains, and the users 
having similar tastes on one domain may have 
totally different tastes on another domain. 
Different CF techniques can be classified into two 
classes: memory-based methods and model 
based methods., we studied a novel Domain-
sensitive Recommendation (DsRec) algorithm, to 
make the rating prediction by exploring the user-
item subgroup analysis simultaneously. 
 
Index Terms- Collaborative Filtering, Deep 
Learning recommender systems, user-item 
subgroup.  
 
I. INTRODUCTION 
  
  Collaborative Filtering (CF) which is an effective 
recommendation approach with fundamental 
assumption that two users have similar tastes on 
one item if they have rated other items similarly. 
Due to the collaboration effects, CF only relies on 
users’ history behaviors without collecting 
content information for privacy, CF systems 
become increasingly popular, since they do not 
require users to explicitly state their personal all 
users and items. In Recommendation Tree the 
method first performs an efficient k-means-like 
deep learning to group data and creates 
neighborhood of similar 
 

users, and then performs subsequent clustering 
based on smaller, partitioned databases.  Instead 
if users’ interested domains are captured first, 
the recommender system is more likely to 
provide the enjoyed items while filter out those 
uninterested ones. Therefore, it is necessary to 
learn preference profiles from the correlated 
domains instead of the entire user-item matrix. 
In DsRec a user-item subgroup is deemed as a 
domain consisting of a subset of items with 
similar attributes and a subset of users who have 
interests in these items. The proposed 
framework of DsRec includes three components: 
a matrix factorization model for the observed 
rating reconstruction, a bi-clustering model for 
the user-item subgroup analysis, and two 
regularization terms to connect the above two 
components into a unified formulation. This 
short paper reports on work in progress related 
to applying data partitioning/clustering 
algorithms to ratings data in collaborative 
filtering. We use existing data partitioning and 
clustering algorithms to partition the set of items 
based on user rating data. 
 
 Collaborative filtering approaches can be 
classified into two main categories: model-based 
approaches and memory based approaches. 
Model-based approaches learn user/item rating 
patterns to build statistical models that provide 
rating estimations. Memory-based approaches, 
on the other hand, compute user/item 
similarities based on distance and correlation 
metrics, and use these similarities to find 
similar-minded people of the active user. 
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II. BACKGROUND 
 

In this section, we review several major 
approaches for collaborative filtering. 
 
A.. Collaborative Filtering 
 
1) Memory-based Approaches 
The memory-based approaches are among the 
most popular prediction techniques in 
collaborative filtering. The basic idea is to 
compute the active user’s predicted vote of an 
item as   weighted average of votes by other 
similar users or K nearest neighbors (KNN). Two 
commonly used memory-based algorithms are 
the Pearson Correlation Coefficient (PCC) 
algorithm and the Vector Space Similarity (VSS) 
algorithm. These two approaches differ in the 
computation of similarity.  The PCC algorithm 
generally achieves higher performance than 
vector-space similarity method. 
 
2) Model-based Approaches 
Two popular model-based algorithms are the 
clustering for collaborative filtering [1] and the 
aspect models. Clustering techniques work by 
identifying groups of users who appear to have 
similar preferences. Once the clusters are 
created, predictions for an individual can be 
made by averaging the opinions of the other 
users in that cluster. Some clustering techniques 
represent each user with partial participation in 
several clusters. The prediction is then an 
average across the clusters, weighted by the 
degree of participation. The aspect model is a 
probabilistic latent-space model, which 
considers individual preferences as a convex 
combination of preference factors. The latent 
class variable is associated with each 
observation pair of a user and an item. The 
aspect model assumes that users and items are 
independent from each other given the latent 
class variable. 
 

 

3) Hybrid Model 
Pennock[6] et al. proposed a hybrid memory- 
and model-based approach. Given a user’s 
preferences for some items, they compute the 
probability that a user belongs to the same 
“personality diagnosis” by assigning the missing 
rating as a uniform distribution over all possible 
ratings. Previous empirical studies have shown 
that the method is able to outperform several 
other approaches for collaborative filtering, 
including the PCC method, the VSS method and 
the Bayesian network approach. However, the 
method neither takes the whole aggregated 
information of the training database into account 
nor considers the diversity among users when 
rating the non-rated items. From our point of 
view, the clustering-based smoothing could 
provide more representative information for the 
rating 
  

 
 
Fig.1 shows the schematic diagram of the 
collaborative filtering process. CF algorithms 
represent the entire m × n customer-product 
data as a ratings matrix, A. Each entry ai,j in A 
represent the preference score (ratings) of the 
ith customer on the jth product. Each individual 
rating is within a numerical scale and it can as 
well be 0, indicating that the customer has not 
yet rated that product. 
 
III. PROPOSED SYSTEM 

 RecTree is the acronym for a new data structure 
and collaborative filtering algorithm called the 
RECommendation Tree. The RecTree algorithm 
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[4] partitions the data into cliques of 
approximately similar users by recursively 
splitting the dataset into child clusters. Splits are 
chosen such that the intra-partition similarity 
between users is maximized while the inter-
partition similarity is minimized. This yields 
relatively small cohesive neighborhoods that 
RecTree uses to restrict its search for advisors – 
which represent the bottleneck in memory-
based algorithms. RecTree achieves its 
O(nlog2(n)) scale-up by creating more partitions 
to accommodate larger datasets - essentially 
scaling by the number of partitions rather than 
the number of users. Prediction accuracy 
deteriorates when a large number of lowly 
correlated users contribute to a prediction. 
Herlocker et al. [8] suggest that a multitude of 
poor advisors can dilute the influence of good 
advisors on computed recommendations. The 
high intra-partition similarity between users 
makes RecTree less susceptible to this dilution 
effect – yielding a higher overall accuracy. The 
chain of intermediate clusters leading from the 
initial dataset to the final partitioning is 
maintained in the RecTree data structure, which 
resembles a binary tree. Within each leaf node, 
computing a similarity matrix between all 
members of that clique identifies advisors. 
RecTree then generates predictions by taking a 
weighted deviation from each clique’s advisor 
ratings using.     

 
 

Figure 2: The RecTree data structure. 
 

IV. RECOMMENDATION APPROCH 
 

    To achieve the ultimate target, TCRec[3] 
involves three components to exploit the 
consumer rating history record, the social-trust 

network and the product category information, 
respectively 
 
A. Rating History Record 
 Normally, there are a large number of products, 
and a customer may only rates a small portion of 
the whole item set practically.  
 
B. Social-trust Network 
We assume that customer’s interest to products 
is influenced by the other linked customers in 
social-trust network. 
 
C. Product Category Information 
The products in different categories should be 
discriminated by exploring the product-specific 
latent representations.  
 
The central idea of TCRec is that the tastes of 
customers who trust each other are similar and 
the latent features of products in one category 
can be discriminated from others. The 
experimental results on two real-world datasets 
indicate the effectiveness of our approach. 
 

 
 

Figure 3: Proposed Flowchart 
 

Input:   

a. Any real time database of e-commerce 

website. 
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Output:   
a. Rating prediction model.  

b. Domain detection model. 

c. Regression regularization terms  

d. Group of Item Analysis 

 
V. DOMAIN-SENSITIVE RECOMMENDATION 
(DSREC) ALGORITHM 

 
   To address the problems, a novel Domain-
sensitive Recommendation (DsRec) algorithm 
assisted with the user-item subgroup analysis, 
which integrates rating prediction and domain 
detection into a unified framework. We call the 
proposed algorithm DsRec for short. There are 
three components in the unified framework. 
First, we apply a matrix factorization model to 
best reconstruct the observed rating data with 
the learned latent factor representations of both 
users and items, with which those unobserved 
ratings to users and items can be predicted 
directly. Second, a bi-clustering model is used to 
learn the confidence distribution of each user 
and item belonging to different domains. 
Actually, a specific domain is a user-item 
subgroup, which consists of a subset of items 
with similar attributes and a subset of users 
interesting in the subset of items. In the bi-
clustering formulation, we assume that a high 
rating score rated by a user to an item 
encourages the user and the item to be assigned 
to the same subgroups together. Additionally, 
two regression regularization items are 
imported to build a bridge between the 
confidence distribution of users (items) and the 
corresponding latent factor representations. 
That is, the confidence distribution over different 
subgroups (domains) in DsRec could be 
considered as soft pseudo domain labels, to 
guide the exploration of the latent space. Thus, 
connected with the regression regularizations, 
DsRec could learn discriminative and domain-
sensitive latent spaces of users and items to 

perform the tasks of rating prediction and 
domain identification. 
 
   To the best of our knowledge, our work is the 
first to jointly consider the both tasks by only 
utilizing user-item interaction information. An 
alternate optimization scheme is developed to 
solve the unified objective function, and the 
experimental analysis on three real-world 
datasets demonstrates the effectiveness of our 
method. 
  

 
 

Figure 4: Product Recommendation. 
 
VI. CONCLUSION 

    Recommender systems are rapidly becoming a 
crucial tool in E-commerce on the Web.  A novel 
framework for collaborative filtering has been 
proposed. By integrating the advantages of 
memory and model-based collaborative filtering 
into a single framework, this approach targets 
two fundamental problems: data sparsity and 
scalability. Deep learning can be used to provide 
smoothing operations to solve the missing-value 
problems. RecTree achieves better scale-up in 
comparison to other memory based 
collaborative filters by seeking advisors only 
within a clique rather than the entire database. 
Parallel implementation of RecTree will be able 
to realize a greater throughput, which may be 
the subject of future work. The central idea of 
TCRec is that the tastes of customers who trust 
each other are similar and the latent features of 
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products in one category can be discriminated 
from others. The experimental results on two 
real-world datasets indicate the effectiveness of 
this approach. DsRec is a unified formulation 
integrating a matrix factorization model for 
rating prediction and deep learning model for 
domain detection.  
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