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Abstract: Bacterial type identification plays a vital role to 
control diseases. Till date biological and microbiological 
data analysis requires human help which involves lot of 
time, energy and great cost. To overcome this drawback, to 
reduce human intervention and to handle increasing 
volume of data, in this work, efficient method is proposed 
to identify the type of bacteria automatically. The basic 
methodology used is pattern recognition technique. The 
pattern recognition consists of the steps, image 
segmentation, feature extraction and classification. The 
desired image is first segmented, then required features 
are extracted. The back propagation neural network is 
trained using these training dataset features as input.  
Then the network is tested with testing dataset features. 
The efficiency obtained in this proposed work is high 
compared to other methods. 
 
Keywords: Bacteria classification, pattern recognition, 
feature extraction. 
 
Introduction 
 
Bacteria is a prokaryotic microorganism, which is small 
and range in size less than ten micrometres (µm).Bacterial 
identification is important to understand the type of 
disease and treat them appropriately. Different techniques 
are available in microbiology to classify bacteria but the 
classification is not satisfactory due to increase in bacterial 
adaptation to human environment. Therefore appropriate 
and efficient bacterial type diagnosis is required for 
disease control. The bacterial classification is mainly 
achieved based on bacterium’s shape and cell 
arrangement. The most ordinary shapes of bacteria include 
rod,cocci (round) and spiral forms. Cellular arrangement 
occurred singularly, in series, or in groups. One of the 
special projections called flagella enables the bacteria to 
swim and move. The bacterial type identification 
accomplished using image processing. 
 

According to H.C. Gram bacteria as either Gram positive or 
negative based on their morphology and differential 
staining properties [2]. The other types of classification is 
based on their functions and structures. Till date, human 
intervention [1] is required for bacterial classification. The 
main drawback of this methodology is inconsistency in 
work and also complicated, tedious which requires 
abundant correlative data [3]. The volume of data available 
for analysis is also enormous, thus time, energy and cost 
involvement is very high [1]. Hence human involvement 
should be reduced. Table 1 shows the classification of 
bacteria. 
 

Table 1: Classification of Bacteria 
 

Name Morphology 
Staphylococci Cocci in grape like clusters 
Streptococci Cocci in pairs, chains 
Enterococci Cocci in pairs, chains 
Bacilli Rods, spore forming 
Clostridia Rods, spore formers 

 
Methodology 
 

The automatic bacterial classification pattern 
recognition techniques. The pattern recognition system 
includes subsystem to define pattern class subsystem to 
extract selected features and also subsystem for 
classification known as classifier. Figure 2 shows the block 
diagram of pattern recognition system. The main aim of 
pattern recognition is the classification of patterns and sub 
patterns in an image. 
 
The three modules are: 

 Pre processing  
 Feature extraction  
 Bacteria classification  
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Pre-processing 
 
The purpose of pre-processing is to remove the noise from 
the image. 
 
Feature Extraction 
 

Classification is mainly dependent on features 
therefore the features extracted should consists of vital 
data about bacteria [9]. Therefore for bacteria 
classification, feature extraction is performed to determine 
the morphology of mycobacterium from their shape. 
Therefore the geometrical features used are perimeter, 
area, radii, circularity, compactness, eccentricity, and 
tortuosity of the samples [10]. Features should remain 
unchanged even if condition changes and such features are 
called invariant features [13]. These feature descriptors 
are stored during training phase and during testing phase, 
the considered image is compared with all training 
patterns and best match is selected. 
 
The three main approaches for feature extraction and 
classification based on the type of features are: 

 Statistical approach: This approach is useful for 
random patterns. 

 Syntactic or structural approach: This approach is 
widely used for complex patterns which gives 
better results. 

 Spectral approach: This approach is less efficient 
because of textures of spatial frequencies and are 
evaluated by autocorrelation function of a texture. 
 

 

 
 
 
 

 
 
 

 
 

Figure 1: Three classes of bacteria (a) Cocci(b) Vibrio  
(c) Bacilli 

 
The different features extracted from bacterial image are 
Relative length, Relative area, Mean, Standard deviation, 
Entropy, Contrast and Variance 

 
Relative length: The length of each bacterial images is 
determined by counting the number of pixels in the medial 
line. It can be determined by normalizing the medial axis 
using the following equation. 

   
  

  
    (1) 

 

where    is the length of i-th bacterial images 

  is the total length of 46 bacterial images of  
one cell  
 

Relativearea: The relative area of the i-th bacterial images can be 
obtained by counting the pixels of the c bacterial images body and 
by normalizing the areas using the following equation. 

   
  

  
    (2) 

 
where  Ai is the area of the i-th bacterial images 
 At is the total area 
 
Mean: 

 
  

 

  
∑ ∑     

   
   

   
      (3) 

where     is pixel at location r,s. 
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Standard deviation: 

    (4) 

 
Entropy: It is a measure of randomness 
 

e=-∑  ( )     ( )
   
     (5) 

 
where  p(b)=N(b)/n^2 for {0<=b<=L-1}, 
where  L is the number of different values which pixels 

can adopt  
N(b)=number of pixels of amplitude (b) in the pixel 
window of size ‘n×n’. 
 
Contrast: Contrast is defined as  
 

∑   
  
   ,    (6) 

 

where n=∑ ∑     
  
   

  
   

|i-j| 

where n= number of gray levels. 
 
Variance: Variance is the measure that tells how much the 
gray level are varying from the mean 
 

Variance=∑ ∑ (   )       -    (7) 

 
Bacterial images classifier 
 

In the classification phase the unprocessed data is 
categorized into certain classes according to the features 
[11]. The main objective of classification is to make a 
decision on the dataset based on the information obtained 
during testing phase.Including neural network in 
classification consists of two steps as learning and testing 
phase. The back propagation is used for training phase 
[10], which learns efficiently during pattern recognition, 
image classification and medical analysis [10, 25]. In 
general Gaussian distribution is assumed but when the 
distribution is not known prior then the conventional 
statistical methods will result in high misclassification rate 
[19]. The research work by Riries in 2002, classified 
tuberculosis bacteria very efficiently using neural network.  
 
Results and Discussion 
 

The input to the feature extraction algorithm is 
the bacterial images. The pattern vectors extracted from 
the images is given as an input to the classifier. In this 
system the sample of 180 bacterial images are collected 

and 120 images are used for training phase and remaining 
for testing. The classification efficiency is obtained by  
 
Accuracy= 
                                            

                            
 (8) 

 
The total number of images considered for evaluation of 

the model is 100. Thus in this total dataset, 75 dataset is 
considered for training and 25 dataset is considered for testing. 
The classification efficiency obtained for training dataset is 92% 
and classification efficiency obtained for testing dataset is 88%. 
The classification efficiency obtained for combination of training 
and testing dataset is 90%. Table 2 tabulates the result of bacterial 
type identification efficiency. 

 
Table 2: Bacterial type identification classification efficiency 

 
 No. of 

images 
as input 

Correctly 
classified 
data 

Classification 
efficiency 

Training 
dataset 

75 68 92% 

Testing 
dataset 

25 22 88% 

Average 100 90 90% 
 

Conclusion 
 

In this work, an effective methodology to identify the 

bacterial type automatically with less intervention of human being 

is proposed. The input images is segmented for the required input 

and seven features are extracted from these images. These features 

are given as input for the back propagation algorithm. During 

testing phase the efficiency obtained is 92% and during training 

phase the efficiency obtained is 88%. Thus on an average the 

classification efficiency obtained is 90%. 
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