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 Abstract— Data mining is a technical process where it analyses a bulk of scattered information to extract relevant 
information or data. This survey paper emphasis the 5 extremely recycled algorithms of data mining in the environment of 
research are :K-means, Apriori, NaïveBayes, Expectation Maximization(EM), KNN algorithm. A summary of each algorithm is 
disposed with a real time example and prospective of individual methods are discussed. These innovative methods stands at 
the leading edge in the field of data mining exploration and advancement such as classification, clustering, statistical learning, 
association analysis, and link mining.  
Keywords— Data mining techniques,  Text Analytics, Information Retrieval, Association rules.  

 Introduction  

In other words, mining of data involves discovering new patterns and rules of association to determine the concealed 
knowledge from data bases which are derived from unique and various resources. The concepts of data mining can be applied 
in various fields, like science and research .The word data mining describes the process of information retrieval and 
discovering new patterns from the databases. It has some fundamental characteristics and they are: 

 Automatic pattern predictions based on behavior analysis. 

 Prediction based on likely outcomes. 

 Creation of decision-oriented information. 

 Focus on large data sets and databases for analysis. 

  Clustering based on finding and visually documented groups of facts not previously known. 

 

Fig: Techniques of Data Mining 
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SURVEY 

A. K-Means Algorithm 

            It is one of the eminent clustering analysis approach in data mining which handles and extract relevant dataset. The 
process of arranging different objects into classes of similar objects is termed as clustering. K –means works on this 
clusters i.e, 

Initially it creates k group of objects which forms the cluster. In other words, clusters are nothing but the group of 
synonyms.For example, if we apply k-means for the dataset consists of education related data means, student name, 
department, academic year, USN etc. K-means algorithm works as follows: 

i. Clusters the data into k groups where k  is predefined. 

ii. Select k points at random as cluster centers. 

iii. Assign objects to their closest cluster center 

iv.     Calculate the centroid or mean of all objects in each cluster. 

v. Repeat steps 2, 3 and 4 until the same points are assigned to each cluster in consecutive rounds. 

In the first step clusters are formed i.e, group of similar objects are formed .Based on the department of the 
student clusters are formed and the number of groups will be denoted as k. Then will select the k points as 
cluster centers. Then calculate the centroid of all clusters. The figure depicts the clusters formed before and 
after applying K-means algorithm. It is a vector representation.  

 

Fig: Cluster Analysis 

In K-means algorithm implementation is easy. It calibrates large set of data. It assures convergence. It can be easily 
accommodated to new examples. These are some of the advantages of this algorithm. On the other hand  one of main 
disadvantage of this algorithm is dependent on values i.e, k and it is hard to form clusters of varying size . The order of the data 
has an impact on the final results. 

B. Apriori Algorithm 

              It is applied to a dataset containing a large number of transactions. The algorithm is based on frequent item 
set, association rules. 
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Fig :Apriori algorithm 

Itemset is nothing but set of items. For example, if any item set consists of n-items then it is  called n-items set. The set of items 
generated are known as frequent iteme set. The frequent item set must assure the least possible i.e, minimum threshold value 
for support and confidence. In this algorithm the support defines the actions with items that are acquired simultaneously in a 
single action. Confidence is defined by actions where the items are acquired or collected consecutively. The rules of association 
are applied to discover the relationship between the attributes. An association rule, A=> B, will be of the form for a set of 
transactions, some value of itemset A determines the values of itemset B under the condition in which minimum support and 
confidence are met.  

 

This algorithm can applied data analysis, market basket analysis, etc. The figure depicts the example for apriori 
algorithm. It has transactions, frequent item set, Support using association rules. Apriori algorithm has pros and 
cons. Some of the advantages are: Apriori algorithm is the uncluttered and convenient in association with the other 
algorithms in data mining. The outcomes of this algorithm are spontaneous and are straightforward to get 
connection with the end user. An abundant development are expected for distinct use cases based on this 
implementation—consider this scenario, there are association learning algorithms that take into account the 
ordering of items, their number, and associated timestamps. The algorithm is exhaustive, so it finds all the rules 
with the specified support and confidence.  
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Fig: Example for apriori algorithm 

 
C. Naïve Bayes Algorithm 

 
In this algorithm we consider a classifier as unique characteristics of a class which is not abided by the existence of alternative 
attributes. For an instance, consider a car as a class which has the attributes color, model and brand. Here, we can observe that 
each of these attribute rely on each other or else the presence of the alternative attribute. All of these features individually  
provides support to the probability that this car belongs to some brand and that is known as “Naïve”. Naive Bayes model is 
easy to build and particularly useful for very large data sets. 
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Fig: Example for  algorithm 

While we compare other algorithms with this naïve bayes algorithm, it is less complicated and easy to understand 
when we assume that the characteristics are independent. In few situation ,speed is favored over high accuracy. 
Naive bayes algorithm works adequately with large databases like classification of text, text analytics, email spam 
detection. 

D.  Expectation Maximization (EM) Algorithm 

The Expectation Maximization (EM) algorithm is applied for the cases where the mathematical statement cannot be resolved 
at the first attempt .It is used to calculate the maximum similar parameters of a statistical model. These models requires 
variables from unknown resources, latent variables as well as the data known form the observations. It means the algorithm, 
one of the two i.e, the missing data which remain in the middle of the data or simply by overbearing the unrecognized points of 
data. For example, a mixture model can be described more simply by assuming that each observed data point has a 
corresponding unobserved data point, or latent variable, specifying the mixture component to which each data point belongs. 

Finding a maximum likelihood solution typically requires taking the derivatives of the likelihood function with 
respect to all the unknown values, the parameters and the latent variables, and simultaneously solving the 
resulting equations. In statistical models with latent variables, this is usually impossible. Instead, the result is 
typically a set of interlocking equations in which the solution to the parameters requires the values of the latent 
variables and vice versa, but substituting one set of equations into the other produces an unsolvable equation. The 
EM algorithm proceeds from the observation that there is a way to solve these two sets of equations numerically. It 
is always guaranteed that likelihood will increase with each iteration. The E-step and M-step are often pretty easy 
for many problems in terms of implementation. 

https://en.wikipedia.org/wiki/Mixture_model
https://en.wikipedia.org/wiki/Derivative
https://en.wikipedia.org/wiki/Likelihood_function
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Fig: Example for EM algorithm 

D. K Nearest Neighbor Algorithm 
 

          It is a classification algorithm which vary from the other class as previously explained it’s as low-going 
algorithm. A slow-going will keep only the trained data during training process. It will categories when only a new 
unlabeled data is given as input. However, a fast learner builds a categorization as same as during training. Now 
the new un labeled data will be loaded, so now the data will feed into categorization model. 

KNN works on two steps: First, this check which is the nearest labeled training data points. Second, it will check 
with the neighbors’ classes, KNN now improve the way how the new data must be categorized. To finding the 
nearest data, KNN will take the help of distance metric like Euclidean distance. The way of deciding metric for the 
distance largely depends on how much data is been fed. Still few will suggest learning a distance metric based on 
the training data. Already detail study on KNN distance metrics has been done and so many papers are also present 
on the same. The data which is distinct, the way is to convert the data from distinct data into continuous data. Two 
examples which is present is: Using Hamming distance as a metric for the “closeness” of two text strings and now 
converting distinct data into binary format. 

The Two known method for choosing the class is when the adjacent class is not having same class means take a 
simple majority vote from the adjacent class. Now check which class is having the greatest number of votes, will be 
the class for the new data point. In the same way, except this time hand big weight to adjacent that are nearer. The 
easiest way to find by using a reciprocal distance. Example, if the neighbor is 5 units away, then the weight of its 
vote is 1/5. As the neighbor gets further away, the reciprocal distance gets smaller and smaller. KNN is over see 
learning algorithm which provides the labeled training dataset. 

Even this algorithm has some pros and cons: KNN algorithm is accurate when we consider distance as one of the 
attribute. It can be implemented easily and very easy to understand. The drawbacks are Noisy data can throw off 
kNN classifications. If we go with a large database KNN algorithm may be expensive in computation as we are 
attempting to find out the nearest neighbors. kNN generally requires greater storage requirements than faster 
classifiers. Selecting a good distance metric is crucial to kNN’s accuracy. 
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Fig: Example for KNN Algorithm 
 

CONCLUSION AND FUTURE SCOPE 

Data mining techniques and data mining involves the process of analyzing the data, identifying new patterns from 
a large set of data. To make efficient decision we have to analyze the result. The algorithms of data mining supports 
decision making. In future, the combination of data mining, artificial intelligence, machine learning performs the 
analysis over a large databases and which would impact to the field of research and development. 
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