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Abstract - —One of the most effective ways for prevention 
of breast cancer is the data derived through mammograms. 
The next step after a doctor assesses data derived through 
mammograms is for women to undergo a breast biopsy. An 
enormous amount of anxiety and surgery arises from false 
positives among the mammogram results that are not 
healthy for the mental state of the patient. This paper 
focuses on reducing the need for unnecessary breast biopsies 
called upon for women by using the mammographic mass 
data and applying several machine learning techniques on 
them to enquire which provides the most accurate results. 
On comparison, we get 80.7% of accuracy by using 
supervised machine learning techniques of which logistic 
regression proves to be the best 
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1.INTRODUCTION  

Breast cancer is one of the most often researched 
mammary gland disorders. It has been reported in the 
literature that a 7:10 ratio of females in developed 
countries suffer from breast cancer. Thus, It is inferred 
that 10% of the female population suffers with breast 
cancer at some point in their lives. Early detection of 
breast cancer in mammography using machine learning 
can aid in proper treatment, lowering the risk of death. 
Chemotherapy is used in the treatment of breast cancer, 
which has severe side effects. Image enhancement 
facilitates in the proper detection of mass in 
mammography images, which improves cancer 
recognition rate. Erroneous detection occurs due to 
differences in the size, location, and structure of masses, as 
well as the poor contrast of mammography. The enhanced 
mammography images obtained using histogram 
equalization [1], contrast stretching, and other image 
enhancement methods [2], [3], [4] but the resulted images 
shows artifacts in the enhanced image and mass is not 
detected precisely under different acquisition conditions 
[5], [6]. Thus, machine learning approach is employed to 
improve the accuracy of detection of cancer in captured 
mammography images. The effectiveness of the machine 
learning approach is to extract the characteristics or 
features from the captured mammography. The breast 
cancer treatment is influenced by density [7]. Sometimes 
occurrence of high density tissue does not means cancer 
[8]. The large data set requires that assists practitioners in 
the early diagnosis and treatment of breast cancer in order 
to minimize mortality [9]  

To model the data and anticipate the classification 
outcomes, several machine learning techniques may be 
employed and compared that determine the exact location, 
features and size [10]. To categorize the candidate areas as 
masses or non-masses, the different learning algorithm is 
utilized. Any area that corresponds to a tumor, whether 
malignant (cancerous) or benign(non cancerous), is 
considered a mass in this context [11]. As a consequence, 
learning approaches helps to improve accuracy, including 
decision trees [12], Random Forest [13], K-Fold Cross 
Validation [14], Support Vector Machine [15], [16], 
Logistic Regression [17], K-Nearest Neighbours [18], and 
Naive Bayes [19], [20]. Learning results the difference 
between cancerous or non cancerous tissue [21], [22]. 
Benign tumors develop slowly and seldom spread. There 
are differenttypes of Benign tumors like Adenomas, 
Fibromas, Hemangiomas, Lipomas, Meningiomas, Myomas, 
Nevi:, Neuromas, Osteochondromas, Papillomas 
[23].Benign tumors are caused by a variety of factors, 
including genetics, diet, stress, a particular region of 
trauma or damage [24]. These problem in general resolved 
by using standard treatment plan. Malignant tumors can 
spread throughout the body, infiltrate and destroy 
adjacent normal tissues, and develop fast [25].The 
determination and identification of malignant tumors 
requires faster detection . To remove and early detection 
of malignant tumor leads to the reduction of biopsy. There 
are different forms of malignant tumors include 
carcinoma, Sarcoma, Leukemia, Lymphoma and multiple 
myeloma, Central nervous system cancers. Several 
available therepies including chemotherapy, radiation 
therapy, and immunotherapy, are all options for treating 
malignant tumors [26]. 

 The main contribution of this paper is to compare 
different existing learning approaches and also compare 
their efficiency. These algorithms differentiate the 
malignant tumor with benign tumor based on four 
features. This is a challenging task to differentiate between 
malignant and benign tumor. The quality of results can be 
used for further investigation of disease that depends on 
different approaches and different number of 
characteristics are sought in order to better tissue 
characterisation and assist the categorization of these 
tissues as normal and masses [12]. The organization of 
paper is as follows is as follows: Section I gives 
introduction and section II describes how data acquisition 
uses standard data set and sectionIII and sectionIV 
presents classification for different machine learning 
methods and measure its accuracy respectively. In section 
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V, results are discussed and concluding remarks gives in 
section VI.  

2. DATA ACQUISITION AND PROCESSING 

The mammographic mass data that is used for this paper 
was obtained from the UCI Machine Learning Repository 
[27]. This data was donated by researchers from Germany 
where data was collected at the Institute of Radiology of 
the University Erlangen-Nuremberg and contains several 
attributes that are used to predict the severity (benign or 
malignant ) of mammographic mass. It includes a BI-RADS 
assessment, the patient’sage, three BI-RADS attributes, 
and the ground truth (the severity field) for 516 benign 
and 445 malignant masses found on full field digital 
mammograms. BI-RADS assessment: 1 to 5 (ordinal, 
nonpredictive) Age: patient’s age in years (integer) 

Shape: mass shape: round=1 oval=2 lobular=3 

irregular=4 (nominal) 

Margin: mass margin: circumscribed=1 microlobulated=2 
obscured=3 ill-defined=4 spiculated=5 

(nominal) 

Density: mass density high=1 iso=2 low=3 fatcontaining=4 
(ordinal) 

Severity: benign=0 or malignant=1 (binomial, goal field) 

The Breast Imaging-Report and Data System (BI-RADS) is 
a risk assessment tool that denotes values by the physician 
after examination of the mammograms. As this is a non-
predictive attribute and may contain biases through the 
physician, it is not used in our comparative study. The data 
set contains missing values that are randomly distributed 
and is dropped. 

3. CLASSIFICATION APPROACH 

In this study, the attributes of the mammography mass 
data are split into a training and testing set. The four 
predictive attributes, the patient’s age, mammography 
mass shape, margin and density are used for predicting 
whether a given mammography mass will be benign or 
malignant as shown in Fig. 1. In the data set that is being 
used, missing fields were present but had no correlation 
among them and were randomly distributed, hence we 
were able to drop the missing fields. Some of the models 
used in the study required the input data to be normalised. 
Preprocessing was applied on the attribute data to get a 
set of normalized data. Different machine learning 
techniques are used for the classification of the data of 
which 75% is used as training data and the rest over 
which the models are applied. 

 

 4.  CLASSIFICATION ACCURACY 

The comparative study saw different accuracy’s for 
different techniques of machine learning applied on the 
attribute data. Decision trees are inherently a greedy 
algorithm and it minimizes entropy. As Decision Trees are 
very susceptible to over-fitting, several alternate Decision 
Trees are used to let them vote on the final classification 
using Random Forests. K-fold Cross Validation was also 
used to prevent over-fitting after the 

 

    entire data was divided into equal k sets. Support     
Machines work well for higher dimensional data having a 
lot of features as depict from Table I. Different kernels for 
SVM’s were used to predict the maximum accuracy. 
However, logistic regression was seen to provide the 
highest accuracy among all the other techniques used as 
observed in Table II. 

5. RESULT  

After all the machine learning techniques were applied to 
the attribute data to predict whether a given set of 
mammographic mass data would prove to be benign or 
malignant, different accuracies were observed. The three 
algorithms with lowest accuracy were Decision Trees, 
Random Forests and K-Fold Cross Validation. K-Nearest 
Neighbours, Naive Bayes and different kernels of Support 
Vector Machine were in the second category with 
moderate accuracy. The model with the highest accuracy 
came out to be Logistic Regression with an accuracy of 
80.7%. The limitation of this study is the size of data used. 

The number of samples and attributes used for training 
and testing is low. The analysis of data with respect to 
clinical settings should be carried out with a larger datas 

TABLE I 

ACCURACY OF DIFFERENT ALGORITHMS 

S. No. Technique Accuracy 

1 Decision Trees 73.55% 

2 K - Fold Cross 
Validation 

73.73% 

3 Random Forest 74.21% 

 Support Vector 
Machine 

79.75% 

 Linear Kernel 
 80.12% 
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4 RBF Kernel 

74.57% 
 Sigmoid Kernel 
 79.03% 
 Poly Kernel 
  

5 Logistic Regression 80.72% 

6 K-Nearest Neighbours 79.15% 

7 Naive Bayes 78.55% 

 

TABLE II 

LOGISTIC REGRESSION MATRIX 

Severity Precision Recall f1-score 

Benign 0.87 0.76 0.81 

Malignant 0.78 0.88 0.83 

 

6. CONCLUSION 

In this paper, we compared different machine learning 
algorithms on the UCI Mammographic Mass data set. The 
aim of the paper was to find a machine learning technique 
that would provide the most accurate results in order to 
reduce unnecessary breast biopsies. According to the 
results, Logistic Regression, being the simplest algorithm 
among all the models, gave the highest accuracy of 80.7%. 
These models can aid physicians in deciding whether to 
undertake a breast biopsy or a short-term follow-up 
examination on a concerning lesion found on a 
mammogram. 
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