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Abstract: Daily activities including Communication, 
Navigation, etc. are certainly very challenging tasks for 
visually impaired, blind and deaf-mute people. Indoor 
navigation itself is certainly becoming a harder task for 
blind, visually impaired people and dead-mute people. As far 
as it is observed for the non-visually impaired, it is even 
worse for the visually impaired. People with visual 
disabilities or let’s say blinds are often depending upon the 
external assistance like trained dogs, humans, or special 
devices as support systems for making decisions. Hence blind 
people need an assistive device that will allow blind user to 
navigate freely and this requirement has become crucial. So, 
our all-in-one application is implemented to make the lives 
of challenged people easier. 

To ease the communication for the visually blind, we have 
implemented a language in which they are comfortable, 
which is Braille. Our project simply will convert the given 
text into braille so they can easily understand and reply too 
using the vice versa feature. 

We have used speech recognition to recognize and 
coordinate with the hand signals. Detection is done by 
python libraries which use voice and speech recognition to 
identify what the mute person is conveying. For speech 
recognition NumPy, matplotlib.pyplot, matplotlib.pyplot.cv2 
libraries have been deployed. 

Key Words: Image processing, Braille Code, Sign 
Language, Speech recognition, Natural Language 
Processing. 

1. INTRODUCTION 

With progresses in new technologies, cell phones have 
filled in notoriety to become perhaps the most well-known 
customer device. Phones are vital piece of current life. 
Large numbers of us need to settle on a decision or 
communicate something specific at whenever from 
anyplace. 

The visually impaired individuals face difficulties day by 
day in speaking with their general surroundings. They 
need to rely upon their located associates for settling on a 
telephone decision and getting to other portable 
functionalities. This framework is a voice perceiving 
application for cell phones that permit admittance to the 
vast majority of the functionalities of the telephone and 
will make it feasible for visually hindered individuals to 
associate with the general public. The located client's kin 
with restricted perusing capacity can likewise utilize our 

website/application who are knowledgeable with the 
Braille language. Additionally, our point is to work on the 
correspondence with individuals who has hearing 
hardships and utilizing any sign language to articulate 
their thoughts. At the principal sight, as a thought, how 
troublesome could make a sign dialects converter. We'll 
catch capacities and specialized provisions to the motion 
catch of sign to voice Change.  

1.1. Background Study  

1) Research on the Hand Gesture Recognition Based on 
Deep Learning: 

Study: With the quick improvement of PC vision, the 
interest for communication among human and machine is 
turning out to be increasingly broad. Since hand signals 
can communicate advanced data, the hand motion 
acknowledgment is generally utilized in robot control, 
shrewd furnishings and different viewpoints. The paper 
understands the division of hand signals by building up 
the skin shading model and AdaBoost classifier dependent 
on haar as indicated by the distinction of skin tone for 
hand motions, just as the denaturation of hand motions 
with one edge of video being cut for investigation. In such 
manner, the human hand is divided from the convoluted 
foundation, the continuous hand motion following is 
additionally acknowledged by Cam Shift calculation. 
Directly generated by picking lines from the corpus and 
giving it as questions. 

2) End-to-End Attention-based Large Vocabulary Speech 
Recognition: 

Study: The framework proposes here is a neural 
organization that can plan groupings of discourse edges to 
arrangements of characters. While the entire framework is 
differentiable and can be prepared straightforwardly to 
play out the main job, it can in any case be separated into 
various useful parts that cooperate to figure out how to 
encode the discourse signal into an appropriate 
component portrayal and to unravel this portrayal into a 
succession of characters. 

3) SQuAD: 100,000+ Questions for Machine 
Comprehension of Text:      

Study: Candidate answer age. For each of the four 
strategies, as opposed to thinking about all O(L2) ranges 
as competitor replies, where L is the quantity of words in 
the sentence, we just use traverses which are constituents 
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Fig -1: Sign Language Converter 

Fig -2: Braille image-text Converter 

in the voting demographic parse created by Stanford 
CoreNLP. Disregarding accentuation and articles, we track 
down that 77.3% of the right replies in the improvement 
set are constituents. This places a successful roof on the 
exactness of our strategies. During preparing, when the 
right reply of a model is certainly not a constituent, we 
utilize the briefest constituent containing the right reply as 
the objective. 

4) Adaptive Document Retrieval for Deep Question 
Answering  

Study: Threshold-Based Retrieval As a credulous pattern, 
we propose a basic edge-based heuristic. That is, not set in 
stone with the end goal that the total certainty score 
arrives at a decent edge. Ordinal Regression-further carry 
out a teachable classifier as an ordinal edge relapse which 
is custom fitted to positioning assignments. It is 
additionally expected that total certainty liable to be 
direct. The classifier then, at that point approximates ni 
with an expectation yi that signifies the situation of the 
primary important report containing the ideal reply. 

5) Attention Is All You Need 

Study: Most cutthroat neural grouping transduction 
models have an encoder-decoder structure. Here, the 
encoder maps an info grouping of image portrayals to an 
arrangement of nonstop portrayals z = (z1; :::; zn). Given z, 
the decoder then, at that point produces a yield succession 
(y1; :::; ym) of images each component in turn. At each 
progression the model is auto-backward, devouring the 
recently created images as extra information while 
producing the following. The Transformer follows this 
general engineering utilizing stacked self-consideration 
and point-wise, completely associated layers for both the 
encoder and decoder 

 

 

 

 

 

 

 

 

 

 

 

 

2. ARCHITECTURE DIAGRAM 
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Figure 3: Text-braille code Converter 

Figure 4: Braille keyboard 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3. METHODOLOGY AND PROPOSED MODEL 

Sign Language Converter:  

The language used for communication with deaf people is 
sign language. This is like their native language; in other 
words, it is like а mother tongue. As deaf people can’t hear 
our voices in order to communicate with them, we use 
signs or symbols. But everyone may not know sign 
language as it is not the necessary one to be learned. so, to 
overcome this problem we proposed an application that 
takes live or recorded voice as input and communicates 
with the deaf through signs or symbols. In order, to make 
this application more interactive we have trained the data 
sets with images and also small GIFs. This was 
implemented using Python. For our implementation we 
used libraries like speech recognition, NumPy. 
matplotlib.pyplot, matplotlib.pyplot.cv2 etc. Now, when 
the application is launched, we get there two option to 
begin our application like live recording and all done. All 
done is to close the application and the live recording is to 
get the input voice from the user through the microphone 
which is done using recognizer function which is python 
inbuilt library. So store the recorded voice in temporary 
memory and we do text pre-processing using natural 
language processing techniques and if the voice is not able 
to be recorded we display a message called "could not 
listen" generally this is a user choice of message and for 
the text detected we perform dictionary based Machine 
translation that is to search the words in our trained 
dictionary if they were not found just spell the word using 
sign language which we have already trained from the 
alphabets A-Z. Here to make our job easier and make the 
application more interactive we have added GIFs and 
some small video clips which are generally based on daily 
routines like "Hello"," Good Morning" ,"what is your name" 
etc. so that for these common questions and compliments 
our job gets done easier and here this is the main purpose 
of this application ,but for every application there must be 
a termination phase also so to achieve this we made a 
terminating command called "goodbye" so when the 
application receives this command during inputting audio 
phase it just get terminated. 

1. Get the input voice from the user through the 
microphone. 

1.1. Listen for a particular amount of time. 

1.2. Listened voice gets converted into text through 
speech recognition libraries. 

2. After listening the voice is captured and saved in the 
temporary memory. 

3. Through the temporary memory the voice is fetched 
and converted to text. 

3.1. To proceed with further manipulation, convert 
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the entire string of text to lowercase letters 

4. So, after getting the text each and every character of 
the inputted text is searched throughout the data set. 

4.1. If the text is "goodbye" then the application 
exits, as this is the existing command.  

4.2. And if the detected text is not "goodbye" then it 
first searches the word in the predefined 
dictionary images and GIFs. 

4.3. If it is not found there, then spells the word 
using symbols with some delay in the image 
display actions. 

4.4. Loops from step 2 till the speech ends 

5. If an error occurs in Step 1, display "Could not listen." 

Text – Braille code Converter:  

This is implemented using React-JS. When the application 
is launched the user will be given a text box to enter the 
text. Each text is converted to its lowercase and it is 
searched among the database for a match with our saved 
braille code images. The image is saved as “letter.png” 
form. So, when the user enters a text, the application 
searches for the text in the database and displays that 
image to the user. This is dynamic application as the 
output is displayed based on the text currently in the 
textbox and it is identified using the onchange event in the 
DOM 

1. Get the input from the user through the textbox. 

2. Identify if any change occurred in the textbox 

3. Retrieve each character of the text from the 
textbox. 

3.1.   Search the character with the images 
available in the database. 

3.2.   If the character matches with the image 
name, display the image to the user. 

3.3. Loop from step 2 till the complete text is 
parsed. 

 

Braille image – Text Converter:  

The language used by blind people to communicate with 
others. These are their native alphabets used for forming 
sentence. As blind people cannot see or read the words 
and sentence, they use these symbols to communicate 
with others and also write sentence. But it’s not very easy 
to read and understand all documents written in braille 
form hence we have developed an application using image 

processing to convert braille image to text so that people 
can read the braille text without understanding each 
alphabet and also help in communication between blind 
people and others. This application is developed using 
python and libraries such as OpenCV, skimage and many 
more. We have the option of uploading the image and 
using react framework and process the work using flask 
API. The process starts with uploading the image in react 
and passing the image to flask api using axiom library. 
After passing the image to flask API the image is processed 
and converted to OpenCV format for processing. After 
processing the image, the diameter and centers of circles 
are found and converted to matrix form. After conversion 
the contours are drawn and lines are drawn between 
letters for differentiating. After separation based on matrix 
value the alphabets are mapped and merged. After the 
sentence is formed it is passed back for printing in react 
app. 

1. Get the input file from the user in image format 

1.1.   If no file uploaded message file not uploaded, 
please upload file  

2. After uploading the image pass the image to the 
API 

3. After uploading image save the image in the 
database 

4. Read the image using OpenCV   

4.1.   Convert image to black and white form 

4.2.   Blur image to remove noise  

4.3.   Get image edges 

4.4.   Getting contours for image 

4.5.   Group contours with a minimum of four 
points  

4.6.   Apply Otus thresholding method to binaries 
the image 

4.7.   Erode and dilate image to remove 
unnecessary noise 

4.8.   Return image details  

5. Find the diameter of the circle 

6. Find the circles of the braille text 

7. Sort all the contours 

8. Draw contours  

9. Convert contour to matrix form of letters  
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Fig -5: Homepage 

Fig -9: Speech – Sign language Output 

Fig -6: Braille Keyboard Output 

Fig -7: Braille image - text Output 

Fig -8: Text – braille code Output 

10. Get all the letters  

11. Group letters and print output and stop process 
the process 

Braille Keyboard:  

This is implemented using React-JS. When the application 
is launched, a braille code keyboard will be displayed to 
the user. The keyboard is set of braille code images which 
is displayed to the user from the database. When the user 
presses any braille code image, the event is captured using 
onclick event and the corresponding text for that braille 
code will be displayed. This is a dynamic application in 
which we can enter the modify the text inside the textbox 
and also convert the braille code to text and any click in 
the keyboard is captured through onclick event. 

1. The braille code images will be displayed to the 
user. 

2. Identify if the user clicks any image using the 
onclick event 

3. Identify the image and display its corresponding 
text to the user in the textbox 

3.1. Loop from step 2. 

4. OUTPUTS 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5. CONCLUSIONS 

So, in this project, with the skills and the motivation we 
had to do something for the community, we made this 
application which will help the blind, deaf and mute 
people a way to communicate better. Users will be able to 
use the features of this application according to their 
needs. Our helping hand is an application which conducts 
a conversation by means of voice recognition and hand 
gestures. Such projects are regularly intended to 
convincingly reproduce to assist people with various 
assignments. This paper presents speech recognition and 
incorporation of gesture-based communication through 
python libraries with assistance and gives us hand 
gestures visuals.  

Using React we made the application more user friendly 
and easy to use and the libraries in python helped us to 
enhance it. We have built this project from scratch so that 
the users can easily access our tools and use the system to 
its fullest capabilities. 
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