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Abstract - Enormous amount of information and maintenance 
data exists in the aviation industry that can be utilized to draw 
meaningful insights in forecasting the future course of action. 
In this study, our prime objective is to use machine learning 
classification models to perform feature selection and 
predictive analysis to predict failures of aircraft systems. 
Maintenance and failure data for aircraft equipment across a 
period of two years were collected, and cleaned, which was 
followed by application feature engineering and feature 
selection techniques before model building and evaluation. We 
compute a metric known as Remaining Useful Life(RUL) to 
predict the failure of aircraft equipment, since this is a 
continuous variable, we then convert it into a binary 
classification problem by setting a threshold RUL value to 
indicate an impending failure so that our classification model 
flags a warning well in advance to the point of breakdown, 
thereby giving response teams sufficient time to act upon the 
warning. Experimental results of our classification model 
demonstrate the effectiveness of our model to forecast the 
failure of aircraft equipment. 

Key Words:  Predictive Maintainance, Predictive Analytics, 
Classification, Feature selection. 

1. INTRODUCTION  

To prevent high maintenance costs and prolonged 
downtime, we must prevent the failure of critical safety 
systems such as aircraft jet engines. This predicts a system's 
point of failure imperative to ensure the proper functioning 
of the overall aircraft system. For this purpose, we use a 
metric known as Remaining Useful Life(RUL) to estimate 
how long given industrial machinery can keep operating 
before a system failure occurs. Once we can deploy these 
prognostic techniques successfully, it will give us sufficient 
buffer time to make interventions or take corrective 
measures towards restoring normalcy in the operation of 
malfunctioning parts. Such predictive maintenance 
techniques have the capability of reducing operational costs, 
downtime of machinery, and avoiding the risk of an 
unintended mishap if systems are not routinely checked for 
the defect. However, to fully understand predictive 
maintenance, we must first look at the traditional existing 
methods such as reactive and scheduled maintenance. 
Firstly, reactive maintenance is defined as the approach to 
repairing parts or equipment only after the asset has broken 
down or been run to the point of failure. Reactive 

maintenance may seem like an attractive choice since it 
offers the maximum utilization of machinery and in turn 
provides maximum production output, of the asset by using 
it to its limits. This can prove to be advantageous, only until 
the point where the asset fails. What's worse is that the cost 
of repairing the damaged machinery post-failure can be 
worth more than the production value received by running it 
to failure. Thereafter comes scheduled maintenance which 
consists of maintenance tasks performed while the 
equipment is under normal operation to avoid unexpected 
breakdowns that come along with increased downtime and 
overhead costs. Scheduled maintenance aims to extend the 
life of machinery, increase productivity, improve overall 
efficiency and reduce costs. It is hard to justify why 
preventive maintenance is the most suitable approach when 
it requires greater planned downtime, for machines that are 
still running at optimal levels, to be taken offline and 
operations to be disrupted. The disadvantages of the 
aforementioned methods have been overcome by predictive 
maintenance, which has been enabled by advances in 
technology that connect your asset to your data historian 
and/or CMMS through sensor data. It constantly monitors 
the performance of our machinery during normal operation 
to anticipate and predict failures. Predictive maintenance 
will analyze the data gathered from sensors connected to 
machine parts. We can use this data to estimate when the 
point of failure will occur and this information will provide 
maintenance teams sufficient time to troubleshoot any 
existing issues that may be causing the unexpected 
downtime. In this paper we first define the predictive 
maintenance problem statement we intend to solve from the 
aviation industry. The following sections introduce the 
dataset chosen, followed by proposed methodology and 
experimental results from the models we built to predict the 
failure of a given set of machinery and the evaluation metrics 
to assess the accuracy of our models. 

2.0 Problem Statement 

Our first step is to identify the target variable which we want 
to predict. Since our dataset consists of columns containing 
sensor readings, it initially isn't intuitive as to what will help 
us arrive at our target variable. Through some analysis, we 
realized that based on the maximum number of cycles until 
failure, we can compute the Remaining useful life or RUL. 
After which we will approach predictive maintenance as a 
binary classification problem 
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3.0 Dataset 

We have used NASA's turbofan engine degradation 
simulation dataset (CMAPSS) dataset, which is a collection of 
four datasets of increasing complexity. Initially, the engines 
will function normally, however, over time they will begin to 
develop some kinds of fault. Our aim here is to compute a 
variable that will depict the Remaining Useful Life (RUL) of 
each turbofan engine. Thereafter, we shall use this RUL 
variable, to set a threshold RUL value, below or above which 
we will indicate the need for maintenance using a binary 
variable. For this research paper, we will be exploring the 
first dataset (FD001). The FD001 include simulations of 
multiple turbofan engines spread over time, every row 
includes  the information given below: 

A. Engine unit number 

B. Time, in cycles 

C. Three operational settings 

D. 21 sensor readings 

4.0 Literature Review 

Maintenance issues can be completely different and the 
predictive information to be fed to the Predictive 
maintenance module needs to be modified according to the 
particular problem at hand [1]. The C-MAPSS dataset has 
been extensively used to evaluate several machine learning 
and deep learning approaches to RUL predictions. Firstly, 
According to Samuel, A.L. [5], Machine learning mainly 
means that if computers are allowed to solve without 
specifically being programmed in doing so. ML approaches 
are known to have significant advantages, as they can 
manage multivariate, high dimensional data and can extract 
hidden relationships within data in complex, dynamic, and 
chaotic environments [6,7]. ML applications provide some 
real-time utilities which include maintenance cost reduction, 
repair stop reduction, machine fault reduction, spare-part 
life increases and inventory reduction, operator safety 
enhancement, increased production, repair verification, an 
increase in overall profit, and many more. These advantages 
also have a tremendous and strong bond with the 
procedures of maintenance [6,8]. It is required that any 
maintenance strategy requires to minimize equipment 
failure rates, must improve equipment condition, should 
prolong the life of the equipment, and reduce the 
maintenance costs. ANN and SVM ML algorithms are applied 
in developing gauge degradation measurements prediction 
for two types of rail track including straight and curved 
segments by Falamarzi, A. et al. [11]. Random was developed 
by Breidman.L[12], this is an ensemble learning technique 
that consists of several decision tree classifiers, the output is 
collectively determined by individual trees. Binding, A. et al. 
[62] reported a study on forecasting the downtime of a 
printing machine based on real-time predictions of imminent 
failures. In their study, they utilized unstructured historical 
machine data to train the ML classification algorithms 

including RF, XGBoost, and LR in predicting the machine 
failures. Various metrics were analyzed to determine the 
goodness of fit of the models. Janssens, O. et al. [14] reported 
a study on DL for Infrared Thermal Image Based Machine 
Health Monitoring, wherein the study they considered 
Convolutional Neural Network (CNN), a Feature Learning 
(FL) tool, in detecting the various conditions of the machine. 
PdM turned out to be one of the most promising strategies 
amongst other strategies of maintenance that can achieve 
those characteristics [9], thus the strategy has been applied 
recently in many fields of study. PdM captivates the attention 
of the industries, hence it has been applied in the era of I4.0 
due to it is the capability of optimizing the use and 
management of assets [6,10]. In this paper, our goal is to 
leverage machine learning classification algorithms that can 
be used for predictive maintenance. We will be approaching 
the predictive maintenance problem as a binary 
classification problem. For instance, if the lead time for 
ordering new spare parts for repairs is 20 days, we would 
want our system to send us a signal much before failure, so 
our system should flag a warning when an engine is likely to 
break within the next 30 days, so that response teams can 
take the required course of action to address the issue. 

5.0 Libraries used 

1. Pandas: It is a fast and efficient tool to carry out data 
analysis and data manipulation. In addition to that, it 
allows us to import data from varied file formats such as 
JSON, CSV's, SQL, and Microsoft EXCEL, enabling us to 
perform complex data cleaning and wrangling 
operations on these files to read, interpret and gather 
insights from raw data. 

2. Numpy: It is an array processing package that allows us 
to perform several scientific computations on arrays, 
including several high-level mathematical functions. 

3. Sklearn: This is the fundamental machine learning 
library in Python, It contains a wide variety of modules 
to aid machine learning and statistical modeling 
processes such as classification, regression, clustering, 
and dimensionality reduction. 

4. Matplotlib: It is a well-known data visualization package 
in python, a cross-platform library that can be used to 
create two-dimensional graphs from data in arrays. Here 
we can use simple functions for adding plot elements, 
such as lines, images, text, etc. to the axes in the current 
figure. 

6.0 Algorithms 

1. SVM 

Support Vector Machine(SVM) is a supervised machine 
learning algorithm that we most often use for classification 
or regression problem statements. It uses a method known 
as kernel trick to transform our input data, to identify 
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suitable boundaries to classify the labels that have been fed 
to it. 

2. RANDOM FOREST 

The Random forest classification model is made up of several 
decision trees. In simple terms, it combines the results from 
numerous decision trees to reach a single result. The main 
difference between decision trees and random forests is that 
decision trees consider all the possible feature splits, 
however, random forests will only select a subset of those 
features. 

3. KNN 

The K-nearest neighbors algorithm is a supervised machine 
learning algorithm, which will store all the available cases 
and will classify new data-point-based similarity metrics like 
say distance function. It follows an instance-based learning 
approach, wherein, entire training instances are used to 
predict output from unseen data. 

4. LOGISTIC REGRESSION 

Logistic regression is used to predict the probability of the 
target variable. For Logistic Regression, the dependent 
variable must be binary which can either be 0 or 1, yes or no, 
success or failure. It is one of the most fundamental 
supervised learning methods that has found significant 
applications in spam detection, and also in the detection of 
Diabetes and Cancer disease. 

5. NAÏVE BAYES 

The Naïve Bayes algorithm has been built upon the 
foundation of the Bayes Theorem. Using Bayes theorem, we 
can find out the probability of the occurrence of A given B 
has occurred. There are two major assumptions, first, we 
consider each of our features to be independent, and second, 
all the features/predictors have an equal effect on the 
outcome variable. 

6. DECISION TREE 

The Decision tree, just as the name suggests, is a tree-like 
structure to depict that the final predictions stem from a 
series of feature-based splits. It all starts with a root node 
where the population divides based on several features. 
After splitting the root nodes, we obtain decision nodes. In 
simple terms, the decision tree consists of a group of if-else 
statements, it will check if the given condition is true and 
move on to the next associated to the prior decision. 

 

 

 

 

7.0 Methodology: 

                                                        
Figure 1.  Flowchart to depict Methodology adopted 

7.1 Data collection: 

We feed the CMAPSS dataset as a CSV file and read it into 
pandas, converting it into a data frame, which enables us to 
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perform various numerical operations on the dataset to 
transform it. 

7.2 Data preprocessing: 

The CMAPSS dataset consists of raw data, and there are 
certain transformations the dataset must undergo before we 
can begin our machine learning model-building process. 

7.2.1 -Renaming columns 

We will first begin by truncating our dataset to exclude the 
last two columns, since we can observe that the entries in 
these last two columns only consist of 'NaN' values, thereby, 
being extraneous and redundant to our analysis. Thereafter, 
we will rename every feature in our dataset with its 
appropriate label, to make our dataset more intuitive, to get 
a fair idea of what columns exist and their respective 
functionality. We will use the columns attribute to name all 
the columns with their correct labels. After naming is 
complete, we finally have one column for each identification 
of engine and the number of cycles, a total of three 
operational setting features, and twenty-one sensor labels. 

 

 

Figure 2.  Renaming  labels using columns mehtods 

 

Figure 3.  All columns with renamed labels 

7.2.2 Computing maximum cycles: 

The cycle column indicates the number of journeys our jet 
engine has completed. If we take a look at a specific engine 
by 'ID', we can observe how the number of cycles 

progressively increases with each successive journey. Here, 
the final row is considered to be the final journey, which is 
significant since it is the maximum cycle value. We will 
create a column called 'MaxCycleID' to represent the 
maximum number of journeys made by a particular engine 
before it experienced a state of failure. To perform this 
operation, we shall group the dataset by  'ID' and then 
reference the 'Cycle' column, getting the maximum value for 
Cycles using the max() method. 

 

 

Figure 4.  Dataframe to display MaxCycleID 

7.2.3 Calculate Remaining Useful Life (RUL): 

 The remaining useful life is the equivalent of the number of 
flights that remained for the engine after the last data point 
in the test dataset. Here we will use the 'MaxCycleID' column 
we created earlier and subtract it from the 'Cycles' column. 
In simple terms, this will display the Remaining useful life at 
every row entry before the engine ultimately runs to failure. 
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Figure 5.  Computing RUL using MaxCycleID and Cycle 

7.2.4 Visualizing run to failure cycles: 

Now, we visualized all of the hundred jet engines in our 
dataset run-to-failure cycles. For this purpose, we create an 
empty list called  "one_engine", this is supposed to depict the 
run-to-failure cycle of just one jet engine in our dataset. 
Consequently, we iterate through our dataset using the 
errors method and store the RUL values in a variable called 
'rul' which is then appended to the one_engine list. Finally, at 
some point the rul will reach zero, this is when we plot the 
trajectory which is followed by assigning an empty list to one 
engine again so that the next engine's RUL values can be 
stored. This is an iterative process and will continue to go on 
till we finish iterating through all the hundred engines in our 
dataset and plot their subsequent RUL plots. 

 

 

Figure 6.  Visualization of run-to-failure cycles 

7.3  Feature Scaling: 

As we can infer from the above dataset, all of our features 
have different units of measurement, thus, there is a wide 
variation in the range of feature values between these 
columns. To account for this difference, we need to 
standardize our features by re-scaling them, we do this by 
applying a feature scaling technique known as 
StandardScaler() function. 

 

Figure 7. Columns after performing feature scaling 

7.4 Feature Selection: 

Feature selection refers to the methods used to extract the 
most relevant features from a dataset. Selecting fewer 
features can allow machine learning algorithms to run more 
efficiently and be more effective. We will be using the 
Recursive Feature Elimination(RFE) method that works by 
recursively eliminating attributes and building a model on 
those attributes that remain. It uses an accuracy metric to 
rank the feature according to their importance. It then 
assigns a ranking of all the variables, 1 being the most 
important. It also provides its support, True being a relevant 
feature and False being an irrelevant feature. 
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Figure 8.  Applying RFE to select relevant feautres 

7.5 Creating a binary outcome column: 

We now created a binary outcome variable and named it 
'Failure'. This was to convert our problem statement into a 
classification problem, which was previously a regression 
problem because of the presence of continuous variables. To 
achieve this, we have created a discrete target variable 
'Failure',  with a view that the system notifies us whether the 
engine is going to fail shortly. We set a threshold value for 
RUL below which the Failure variable would turn from zero 
to one, flagging a maintenance issue. We can set the 
threshold value in terms of days, as per our preference, 
however for this study, we have selected a threshold value of 
30 days, since it avoids the problems that arise due to an 
imbalanced dataset by setting the threshold value slightly 
lower. 

 

Figure 9.  Creation of Binary Output variable called 
‘Failure’ 

7.6 Train-Test Split and Model Fitting: 

Now, we divide our dataset into training and testing data. 
Our objective for doing this split is to assess the performance 
of our model on unseen data and to determine how well our 
model has generalized on training data. This is followed by a 
model fitting which is an essential step in the model building 
process. 

 

Figure 11.  Applying Train-Test split 

7.7 Model Evaluation and Predictions: 

This is the final step, in which we assess how well our model 
has performed on testing data using certain scoring metrics, 
I have used 'accuracy_score' to evaluate my model. First, we 
create a model instance, this is followed by fitting the 
training data on the model using a fit method and then we 
will use the predict method to make predictions on x_test or 
the testing data, these predictions will be stored in a variable 
called y_test_hat. For model evaluation, we will feed the 
y_test and y_test_hat into the accuracy_score function and 
store it in a variable called test_accuracy, a variable that will 
hold the testing accuracy of our model. We followed these 
steps for a variety of classification algorithm models and 
obtained corresponding test accuracy scores. 

8.0 OUTPUTS: 

 

Figure 12. Output for SVM classifier model 
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Figure 13. Output for Random Forest classifier model 

 

Figure 14. Output for KNN classifier model 

 

Figure 15. Output for Logistic Regression classifier 
model 

 

Figure 16. Output for Naïve Bayes classifier model 

 

Figure 17. Output for Decision Tree classifier model 

9.0 RESULTS AND INFERNECES: 

Algorithms Test Accuracy 
SVM 85.53% 
Random Forest 95.13% 
KNN 92.92% 
Logistic Regression 93.26% 
Naïve Bayes 91.54% 
Decision Tree 94.11% 

  

Table 1.Test accuracies for the various classification 
models implemented in Tabular format 

As we can see from the above table, the Random Forest 
algorithm does perform marginally better than the other 
algorithms under consideration, with a test accuracy of  
95.13%. While on the other end of the spectrum we have the 
Support Vector Machine algorithm performing poorly when 
compared with other models. 



               International Research Journal of Engineering and Technology (IRJET)               e-ISSN: 2395-0056 

                Volume: 08 Issue: 11 | Nov 2021                 www.irjet.net                                                p-ISSN: 2395-0072 

 

© 2021, IRJET       |       Impact Factor value: 7.529       |       ISO 9001:2008 Certified Journal       |     Page 981 

10.0 CONCLUSION 

The main objective of predictive maintenance is to predict 
when equipment failures can occur. Then prevent that 
failure by taking relevant actions. Predictive Maintenance 
System (PMS) monitors future failures and will schedule 
maintenance in advance. 
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