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Abstract – Heart Diseases are one of the major problems 
prevalent today due to health and lifestyle choices. Our main 
objective in the project is to predict the chances of Heart 
Disease and the major factors contributing to it. The data set 
we found helps us to evaluate deeper relationships between 
potential factors and perhaps reshape health care products. 
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1. EXECUTIVE SUMMARY 

We used R, a statistical computing and graphics tool for 
building our models. At first, we explored the dataset to 
understand our dataset and develop a general idea for 
further analysis. We found some correlations among 
variables. Then we used this dataset to build classification 
models, including the Decision Tree model and Logistic 
Regression model, to predict whether someone, with certain 
diagnostic measurements, has chances of getting Heart 
Disease or not. For the Decision Tree model, we sampled 
80% of records as training datasets 20% of records as 
validation data sets, plotted the Decision Tree, and evaluated 
it using confusion matrix and ROC. For the Logistic 
Regression model, also we sampled training data sets and 
validation data sets, built the Logistic Regression model, 
computed the odds ratios, and evaluated the Logistic 
Regression model using the confusion matrix and ROC. We 
evaluated all models and selected the best possible model. 

2. INTRODUCTION 

The motivation of this work comes from the fact that 
although the death rates from Heart Diseases are declining: 
Heart Disease is still the major cause of death in the USA. An 
estimated 92.1 million US adults have at least one kind of 
Heart Disease and by 2030, around 44% of the US adult 
population is expected to have some form of Heart Disease. 

Heart Disease comes under many categories such as 
coronary artery disease, heart rhythm problems, chest pain 
(angina), or stroke. In using data from the Global Burden of 
Disease Study, approximately 90% of the stroke risk could 
be attributed to modifiable risk factors. In our study, we 
tried identifying those risk factors that contribute the most 
to Heart Diseases, "The estimated direct costs of Heart 
Diseases and stroke increased from $ 103.5 billion in 1996 to 
1997 to $ 213.8 billion from 2014 to 2015. 

 

Research: What is the biggest contributor of Heart 
Disease? 

84 Responses 

 

We can see here, from the 84 respondents, 61 or 72.6% think 
Cholesterol and 41 or 48.8% think Age was the biggest 
contributor to Heart Disease.  

A Machine Learning model was to predict the risk of a Heart 
Disease in the subjects and these predictions were compared 
to the actual experiences of the subjects over fifteen years. 
The predicted machine learning scores aligned accurately 
with the actual distribution of observed events. 
Experimental results show 100% accurate prediction for the 
system using Neural Networks. 

3. PREPROCESSING DATA 

We found a total 6 null values in the dataset. The thal column 
contained 2 and the ca column contained 4 of the null values. 
We have removed these values in order to make the dataset 
accurate. 

The following shows the data and the summary statistics: 
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4. EXPLORATORY DATA ANALYSIS (EDA) 

4.1 Graphical Analysis 

1. Histogram for Age: 

 

2. Histogram for Cholesterol: 

 

 

 

4.2 Correlation heatmap between variables: 

We used a correlation heatmap to plot out the strongest 
positive and negative correlations. As indicated, "slope" and 
"oldpeak" have the strongest correlation, with a positive 
0.58. "thalach" and *age” have the lowest correlation, with a 
negative 0.4. 

Which variables are highly correlated? 

 

4.3 Analyzing relationships between cholesterol and 
age: 

 

As we can see in the scatterplot, age and cholesterol do not 
appear to have a significant correlation with Heart Disease. 
In the top right corner, we can see an elderly female with 
high cholesterol, but who does not have Heart Disease. On 
the other hand, on the bottom left, we can see a young male 
with low cholesterol, who has who has Heart Disease. Hence, 
we cannot derive any relationship between these variables 
and Heart Disease. 

5. DATA MODELLING 

5.1 Splitting the data: 

First, we divided the dataset into two parts: training dataset 
and validation dataset. We allocated 80% of the dataset for 
the training dataset and the remaining 20% of the dataset for 
the validation dataset. 

5.2 Logistic Regression: 

It extends the idea of Linear Regression to the situation 
where the outcome variable is categorical. It is the 
appropriate regression analysis to conduct when the 
dependent variable is dichotomous (binary). Sex, cp, 
trestbps, ca, thalach , exang, slope are significant variables. 
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From the output, we can conclude that ca is the most 
significant variable among all the other variables. 

The way we interpret these coefficients is as follows. 
Considering thalach (maximum heart rate achieved) as 
example, if it goes up by one unit, the odds of having Heart 
Disease goes down by 2.8%. 

5.3 Decision Tree: 

Decision Tree is the most Powerful and popular tool for 
classification and prediction. Decision Tree is a flowchart 
like tree structure, where each internal node denotes a test 
on an attribute, each branch represents an outcome of the 
test, and each leaf node holds a class label. 

From the Decision Tree, we get the following Rule with the 
most percentage cover of cases. When thal < 1 & ca < 1 THEN 
CLASS = O and this rule covers 42% of cases. 

 

 

 

 

 

6. PERFORMANCE EVALUATION 

The performance of a regression model can be understood 
by knowing the error rate of the predictions made by the 
model. You can also measure the performance by knowing 
how well your regression line fit the dataset and knowing 
the accuracy of such models. 

Confusion Matrix: 

Confusion matrix is a measurement that used to represent 
the performance of a classification model by recording the 
sources of errors: false positives and false negatives. We use 
confusion matrix to depict the accuracy of the training data. 

7. ROC CURVE 

7.1 ROC for Logistic Regression 
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7.2 ROC for Decision Tree 

 

8. FLOW DIAGRAM 

 

 

9. CONCLUSION 

We have built and compared the Logistic Regression model 
and the Decision Tree model and have captured the results 
and the performance metrics for the same. With the Logistic 
Regression model, we achieved an accuracy of 83.33% and 
for the Decision Tree we achieved an accuracy of 86.67%. 
Therefore, the Decision Tree Model is better for our project 
analysis. They also are easy to implement and interpret, and 
they display higher accuracy than Logistic Regression Model 
here. The Decision Tree Model we built helped us identify 
thal, ca, thalach and cp as the most important predictors of 
Heart Disease. This proves that age and chol are not major 
contributors to Heart Disease. Similar models can be built to 
study other prone populations and help in serving the 
society better with analytics and various classification 
techniques. 
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