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Abstract - Coronavirus disease 2019 (COVID-19) is a highly 
contagious disease that is caused by Severe Acute Respiratory 
Syndrome Coronavirus 2 (SARS-CoV-2). It is difficult to know 
exactly how lethal the disease is. However, more than 5 million 
death were reported. The most important weapon against this 
virus is stopping its transmission, where early prediction and 
detection using machine learning techniques can play a 
crucial role. In this paper we propose a model based on the 
improved self-organizing map (IMP_SOM) for the prediction of 
COVID-19 from the symptoms data. With the short training 
time and capability of processing large amount of data, IMP-
SOM showed high accuracy in predicting the disease. These 
results suggesting the IMP-SOM as an excellent tool to be used 
in this pandemic. 
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1.INTRODUCTION 

Coronavirus disease 2019 (COVID-19) was characterized by 
the World Health Organization (WHO) as a pandemic in 
March 2020[1]. It is caused by a highly transmissible virus, 
Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-
CoV-2)[2] which emerged in Wuhan, China, at the end of 
2019[3]. Since that date, more than 270 million cases and 5 
million covid-19 related deaths were registered 
worldwide[4].  

The first member of coronaviruses was discovered in 1931, 
which was the avian infectious bronchitis virus (IBV) 
followed by the discovery of other viruses including human 
severe acute respiratory syndrome coronavirus (SARS-CoV), 
Middle East respiratory syndrome coronavirus (MERS-CoV) 
and finally SARS-CoV-2[5]. Furthermore, the evolution of this 
virus generated different variants of concern in the past two 
years, including delta and omicron variants, that have higher 
transmission rate and vaccine evasion capability[6]–[8].  

During this pandemic, a massive response in the scientific 
research community has been tried to minimize its impact in 
different ways. This includes early classification of the virus 
and the related disease[2], studying and modeling its 
epidemiology and diagnosis[9], [10], designing and testing 
drugs[11]–[13], studying short and long-term 
complications[14]–[18], and the most important is the very 
long journey to vaccination[19]. All that effort was 
supported by computation methods[20]–[23] and artificial 
intelligence tools[24]–[28]. 

Self-Organizing Map (SOM) is a unique Machine Learning 
(ML) technique that directly involved in industry[29], 
engineering[30], economy[31], and science[32], [33]. In 
medicine, SOM applications have a growing interest. It is 
used in medical classification of diseases[34], community 
health assessment[35], monitoring specific cases in the 
community[36] or even visualizing the publications in 
medical sciences[37]. 

In this work we used the improved self-organizing map to 
build a model for COVID-19 prediction by analyzing 
symptoms data. This model is designed to help in early 
prediction and diagnosis of the disease to control the 
spreading of the virus as early as possible. 

2. METHODOLOGY 

Kohonen network is a type of SOM which maps the input 
vectors close to each other in a discrete map.  SOM consists 
of many of input and output units. The input pattern with 
their matched weights is fed and connected to the output 
unit by small random numbers.  After many iterations, the 
winning output node is obtained which is a weight vector 
that has the smallest distance as Euclidean distance to the 
input pattern. In addition, the weights of every node in the 
neighborhood of the winning nodes are updated, and this 
will move each node in the neighborhood closer to the input 
pattern (Figure 1). At the same time, the learning rate will 
decrease as time increases. In the last step if the parameters 
are well defined, SOM will be able to capture the clusters of 
its owing input data. 

 

Figure 1:  SOM Network 

A dataset titled “COVID-19 Symptoms and Presence” were 
taken from Kaggle. Before applying SOM on these data, it 
needed to be preprocessed in order to fit the nature of SOM 
system. 

Improved Self Organizing Map (IMP-SOM) Algorithm 

IMP-SOM is started by the initialization of random weights to 
each node. Covid-19 data set is used in the training and 



                  International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                      Volume: 08 Issue: 12 | Dec 2021                         www.irjet.net                                                                p-ISSN: 2395-0072 

 

© 2021, IRJET       |       Impact Factor value: 7.529       |       ISO 9001:2008 Certified Journal       |     Page 1289 

testing steps, it will process the whole data set to the map 
iteratively in the four steps below (Figure 2):  

1) IMP-SOM Initialization: initial weight vectors as random 
values for the wj and assign a small positive value to the 
learning rate parameter . 

2) Compute Euclidean distance: input vector X and output 
class dj to activate the IMP–SOM in supervised model, and 
find Best Matching Unit (BMU) neuron Xi at iteration p, using 
the normalization of smallest,” Euclidean Distance”, usual 
measure as in “Equ (1)”, 

      

Where n is the number of neurons in the input layer, and m 
is the number of neurons in the IMP-SOM layer. 

3) Updating IMP-SOM: update weight by “ Equ (2) ”, 

 

Where Θ is restraint due to distance from BMU usually called 
the neighborhood function, (t) is the learning rat, and Wij 
(P) is the weight repairing in pth iteration. 

4) Repeating: return to step 2 until changing of feature 
map stops or no changes occur in the map.  After processing 
all of the input, the result should be a spatial organization of 
the input data organized into similar regions. 

 

 

Figure 2:  Proposed Model (IMP-SOM) 

 

 
Figure 3: Representation of Training Learning Rate α(t) 

3. RESULTS AND DISCUSSION 

Self-Organizing Map is a powerful tool in data classification 
with the fast training of the network and the high accuracy 
reached. These features are given the priority when selecting 
the ML technique for the processing of data related to human 
diseases to ensure a fast response with the very minimum 
rate of mistakes. But in COVID-19, we continuously receive 
an enormous amount of data, as a result of the recurrent 
waves of the disease. Consequently, SOM gives an additional 
favor when compared to many other ML techniques as it can 
overcome the limitation of data amount to be used.[38]  

In our model (Figure 3, Table 1), IMP-SOM reached high 
accuracy in the detection of COVID-19 cases from symptoms 
data set (98.91%). This value is much higher than what 
achieved by two other ML classifiers used by Painuli et al.,  
random forest and extra tree classifier, with the latter got the 
best accuracy of 93.62%[39]. Villavicencio et al.[40] applied 
different ML techniques on COVID-19 prediction including 
J48 Decision Tree, Random Forest, Support Vector Machine, 
K-Nearest Neighbors and Na  ve  ayes algorithms and 
reached accuracy of 98.81%. Another study by Alnajjar et 
al.[41] also applied different models and all reached an 
accuracy less than 90%. 

Table 1: Results of The Proposed Model (IMP-SOM) 

  
Precision 
(%) 

Recall 
(%) 

F1-
Score 
(%) Support  

Class 0 98.5 98.5 97.5 1051 

Class 1 99 99 99 4382 
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Micro avg 98 98 98 5433 

Macro avg 97 97 97 5433 

Weighted avg 98 98 98 5433 
Accuracy (%) 98.91 
 

4. CONCLUSIONS 

The high transmission rate of COVID-19 causing virus (SARS-
Cov-2) requires the health system response to be quick 
enough to avoid the spread of the disease. For that, machine 
learning predictive models are recommended programs. In 
this study, IMP-SOM based model showed very high accuracy 
in predicting COVID-19 in patients from symptoms data, 
suggesting this machine learning technique to be used. In 
countries like Yemen, where PCR tests are used at a very low 
level, we recommend health officials to increase the 
awareness about COVID-19 and encourage people to contact 
health authorities with any of COVID-19 related symptoms. 
The self-reported symptoms with the application of ML 
models will fill the gap and help in reduce the dependence on 
the expensive testing tools. 
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