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Abstract - Development of smartphones and social 
networking services (SNS) has spurred the explosive 
increase in the volume of data, which continues to 
grow exponentially in volume with time. This recent 
trend has ushered in the era of big data. Proficient 
handling and analysis of big data will produce 
information of great use and value. However, being 
able to collect large volume of data is necessary before 
the analysis of big data. Since large data with reliable 
quality are mainly available on internet pages, it is 
important to search and collect relevant data from the 
internet pages. A web crawler refers to a technology 
that automatically collects internet pages of a specific 
site from this vast World Wide Web. It is important to 
select the appropriate web crawler taking into 
account the context when a large amount of data 
needs to be collected and the characteristics of the 
data to be collected. To facilitate selection of the 
appropriate web crawler, this study reviews the to this 
end, this paper examines the structure of web 
crawlers, their characteristics, and types of open 
source web crawlers. 
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1.INTRODUCTION  
 
Development of smartphones and SNS has led to the 

explosive increase in the volume of data, which 

continues to grow exponentially with time. This 

recent trend has ushered in the era of big data[1][2]. 

Skilled analysis of big data will produce information 

of great utility and value. However, being able to 

collect large volume of data is necessary before the 

analysis of big data. Since large data with reliable 

quality are mainly available on internet pages, it is 

important to search and collect relevant data from 

the internet pages. A web crawler[3-12] refers to a 

technology that automatically collects internet pages 

of a specific site from the vast world wide web. There 

has been increasing emphasis on the importance of 

web crawlers as the utilization of big data has 

gradually become a norm across the globe and with 

the annual trend of exponential increase of web data. 

Therefore, it is important to use the appropriate web 

crawler and web crawling algorithm and collect the 

data fitting to the intended purposes taking into 

account the context when a large volume of data 

needs to be collected and the characteristics of the 

data to be collected. To this end, in this paper, we will 

examine the structure of Web crawlers, their 

characteristics, and types of open source web 

crawlers. 

2. RELATED WORK 
 
A web crawler indicates a technology that 

automatically collects web pages of a specific site 

from the vast World Wide Web. It is also called a web 

spider or a web robot. Web crawlers can be classified 

into general web crawler and distributed web 

crawler. 

GENERAL WEB CRAWLER 

The general web crawler[3-12] automatically collects 

data starting from a list of URLs to be visited, called 

seeds, in a single system. Since the general Web 

crawler manages the seeds in a single system, it is 

not affected by the problem of overlapped crawl, but 

it has the disadvantage that web crawling becomes 

very time consuming since web crawling is 

performed over a huge volume of web pages by a 

single system. 

 

Fig -1: Architecture of Web Crawler 
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DISTRIBUTED WEB CRAWLER 

The distributed web crawler[13-17] performs web 

crawling in a server-client environment, in which the 

server distributes the initial seed to the client and 

receives the web pages collected by the client. The 

client performs web crawling based on the seeds 

received from the server, and repeatedly performs 

seed extraction and crawling on the next web page. 

In the distributed web crawler, the overlapped crawl 

problem arises because the information on the web 

pages collected by each client is not shared between 

clients. 

 

Fig -2: Architecture of Distributed Web Crawler 

 

WEB CRAWLER CHARACTERISTICS 

In this section, the characteristics of web 

crawlers[4][5][9][10] are outlined which would be 

helpful in determining a good web crawler. 

ROBUSTNESS: Since web crawling involves visiting 

many different web pages, web crawlers must be 

robust to withstand various problems such as 

incorrect HTML, incorrect web server actions or 

configuration, or other types of problems. 

POLITENESS: Web crawlers must comply with the 

crawling speed policy for crawlers that each web 

server requires, and excessively frequent crawling 

beyond the scope of the policy should not be 

performed. 

DISTRIBUTED: Web crawlers must be able to 

perform distributed crawling on multiple machines. 

SCALABLE: Web crawlers must have a structure that 

can speed up crawling by providing additional 

machines or bandwidth. 

PERFORMANCE AND EFFICIENCY: Web crawler 

must be able to utilize various system resources (e.g. 

processors, storage devices, network bandwidth) 

with efficiency. 

FRESHNESS: Web crawlers must be able to operate 

in continuous mode. That is, it must be able to 

provide the latest data from previously collected web 

pages. 

EXTENSIBLE: Web crawlers should be designed for 

smooth implementation of new data format or 

protocol. 

 

3. Web crawler 
 

3.1 Scrapy 
 
Scrapy[18-21][31] is a Python framework for web 

scraping. Scrapy enables you to access the web pages 

you choose and process and store the data in the 

format of your choice, and it supports formats such 

as JSON, XML, and CSV. Scrapy is easy to use and well 

documented on its information. Skilled Python 

programmers would be able to set up and run Scrapy 

in minutes. However, it is difficult to export large 

amount of data without the support of distributed 

environment, dynamic extension, and continuous 

crawling. 

3.2 Heritrix 
 
Heritrix[22-23][32] is an open source Web crawler 

project created and managed in internet archive. 

Heritrix is characterized by well-organized 

documentation and easy setup and offers a mature 

and stable platform. It has excellent performance and 

good support for distributed crawl. However, since 

continuous crawling and dynamic extension are not 
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supported, Heritrix has a disadvantage of having to 

manually set the server structure. 

3.3 Apach Nutch 
 
Apach Nutch[24-26][33] is an open source software 

project for web crawling and was originally a 

subproject of Apache Lucene. It supports Hadoop-

based distributed crawling, exploits the Hadoop 

ecosystem and implements MapReduce for 

processing. Since Apach Nutch uses the Hadoop 

ecosystem, it has advantages of fault-tolerance and 

scalability, which are also the strengths of Hadoop. 

However, it is slow in terms of disk access time 

between jobs, which is the disadvantage of Hadoop. 

In addition, it has other drawbacks such as not-

established documentation and difficulty in setup. 

3.4 Selenium 
 
Selenium[27-30][34] is a framework used for 

automation testing of web applications. In the 

framework, there is a library called WebDriver for 

automating the control of web browsers, which 

allows you to run a web browser and crawl web 

pages. Since Selenium performs web crawling by a 

web browser, it has the advantages of being able to 

collect all the information on the web page that the 

user views, and its method of use is intuitive. 

However, since it performs web crawling by actually 

running a web browser, it has disadvantages of 

considerably slow crawling and taking up much 

memory. 

4. CONCLUSIONS 
 
In this study, we have compared the general Web 

crawler and the distributed web crawler and 

reviewed the characteristics of the Web crawler. The 

characteristics, advantages and disadvantages of 

open source web crawlers for web crawling, which 

are Scrapy, Heritrix, Apach Nutch, and Selenium were 

examined. There is no perfect, all-rounder web 

crawler to single out as yet, and thus it is important 

to select the appropriate Web crawler and collect 

data fitting to the purpose of use in consideration of 

the situations where web data needs to be collected 

and the characteristics of the data to be collected. 
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