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Abstract - In recent years, people have been paying more 

and more attention to air quality because it directly affects 

people’s health and daily life. Effective air quality prediction 

has become one of the hot research issues. However, this 

paper is suffering many challenges, such as the instability of 

data sources and the variation of pollutant concentration 

along time series. Aiming at this problem, we propose an 

improved air quality prediction method based on the ARIMA 

model to predict the PM2.5 concentration at the 35 air quality 

monitoring stations in Beijing over the next 24 h. In this 

paper, we resolve the issue of processing the high-dimensional 

large-scale data by employing the ARIMA model and 

innovatively take the forecasting data as one of the data 

sources for predicting the air quality. With exploring the 

forecasting data feature, we could improve the prediction 

accuracy with making full use of the available spatial data. 

Given the lack of data, we employ the sliding window 

mechanism to deeply mine the high-dimensional temporal 

features for increasing the training dimensions to millions. We 

compare the predicted data with the actual data collected at 

the 35 air quality monitoring stations in Beijing. The 

experimental results show that the proposed method is 

superior to other schemes and prove the advantage of 

integrating the forecasting data and building up the high-

dimensional statistical analysis. 
Key Words: Instability, Prediction, Employing, 
Forecasting, Data Sources, Predicted Data, Actual Data. 

1.INTRODUCTION 
  
In recent years, people are beginning to pay more and more 
attention to the impact of the environment on health, and the 
information related to air quality has become the focus of 
people’s daily life. The existing air quality monitoring 
instruments, stations and satellite meteorological data can 
provide real-time air quality monitoring information. 
However, this is far from sufficient, and it is entirely 
necessary to predict the trend of air pollutants in the future. 
Currently, the forecast data on weather conditions is of high 
reliability and accuracy. Based on this, we propose to fuse 
the predictive data, i.e., the forecast data on weather 
conditions, with the available air quality historical data and 
meteorological data, supported by machine learning means, 
to explore mining data correlation and build a well-
performed model of predicting the future air quality 
conditions. This contribution enables an efficient solution to 
construct a predictive data feature exploration-based air 

quality prediction approach with the improved performance. 
The primary goal of air quality prediction is to predict the 
concentration of pollutants for a while in the future based on 
historical air quality data sets, meteorological data sets, etc., 
such as the work proposed .By learning the previous 
research results, we found that the existing methods are 
employing the historical data-based prediction, using some 
neural networks, such as LSTM proposed in machine 
learning based solution proposed .Extreme Learning 
Machine (ELM) in the simple regression methods. However, 
on the one hand, such the methods failed to make full use of 
the existing air quality big data for deeply mining the 
temporal features and statistical data features. On the other 
hand, the simple regression methods are less efficient in 
processing high-dimensional big data and cause the 
performance of the model accuracy relatively limited. It can 
be seen that the existing methods have some certain 
limitations and it is necessary to carry out further research. 
Nowadays, as meteorological data measurements become 
more accurate and predictive data begins to be highly 
reliable, it exhibits considerable mining value. If the 
predictive data can be effectively combined with the 
historical data, the prediction effect will be significantly 
improved. Based on the above considerations, this paper 
selects to employ the model that is suitable for processing 
high-dimensional data and supporting the parallel learning, 
namely LightGBM combined with the historical datasets to 
predict the air quality. With this method, we use the 
historical air quality data within the latest 144 hours and the 
future 24-hour weather forecast data to carry out the time-
related feature mining and to construct the relevant 
statistical features, and then we are enabled to predict the 
PM2.5 concentration at the 35 air quality monitoring 
stations in Beijing. After preprocessing the data, we use the 
sliding window mechanism to increase the feature 
dimension to 2262 and expand the data volume to millions 
of items, through which a higher accurate prediction model 
could be established. 
In the process of conducting air quality predictions, we are 
facing many challenges. First, the air quality is always 
affected by a variety of factors, such as traffic factors,big 
events, etc. Such the impact factors are difficult to acquire or 
model in advance. Second, the air quality exhibits high 
uncertainty in the time dimension .PM2.5 pollutant 
concentration values of the given air quality monitoring 
station at the same moment along the two days is hugely 
different. Moreover, even during the same day, the PM2.5 
concentration value varies a lot, and the difference between 
the highest and lowest concentration values could reach 100 
(mg/m3). Third, the geographical distribution of the air 
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quality monitoring stations presents a significant difference 
among the pollutant concentration values. Within the same 
day, the pollutant concentration curves of three different 
monitoring points in Beijing showed significant differences 
due to their different locations. 

 

2. LITERATURE SURVEY 
 
1.Nowadays more and more urban residents are aware of 
the importance of the air quality to their health, especially 
who are living in the large cities that are seriously 
threatened by air pollution. Meanwhile, being limited by the 
spare sense nodes, the air quality information is very coarse 
in resolution, which brings urgent demands for high-
resolution air quality data acquisition. In this paper, we refer 
the real-time and fine-gained air quality data in city-scale by 
employing the crowd source automobiles as well as their 
built-in sensors, which significantly improves the sensing 
system's feasibility and practicability. The main idea of this 
paper is motivated by that the air component concentration 
within a vehicle is very similar to that of its nearby 
environment when the vehicle's windows are open, given 
the fact that the air will exchange between the inside and 
outside of the vehicle though the opening window. 
Therefore, this paper first develops an intelligent algorithm 
to detect vehicular air exchange state, then extracts the 
concentration of pollutant in the condition that the 
concentration trend is convergent after opening the 
windows, finally, the sensed convergent value is denoted as 
the equivalent air quality level of the surrounding 
environment. Based on our Internet of Things cloud 
platform, real-time air quality data streams from all over the 
city are collected and analyzed in our data center, and then a 
fine-gained city level air quality map can be exhibited 
elaborately. In order to demonstrate the effectiveness of the 
proposed method, experiments crowd sourcing 500 floating 
vehicles are conducted in Beijing city for three months to 
ubiquitously sample the air quality data. Evaluations of the 
algorithm's performance in comparison with the ground 
truth indicate the proposed system is practical for collecting 
air quality data in urban environment. 
 
2.With the rapid development of urbanization and 
industrialization, many developing countries are suffering 
from heavy air pollution. Governments and citizens have 
expressed increasing concern regarding air pollution 
because it affects human health and sustainable 
development worldwide. Current air quality prediction 
methods mainly use shallow models; however, these 
methods produce unsatisfactory results, which inspired us to 
investigate methods of predicting air quality based on deep 
architecture models. In this paper, a novel spatiotemporal 
deep learning (STDL)-based air quality prediction method 
that inherently considers spatial and temporal correlations 
is proposed. A stacked autoencoder (SAE) model is used to 
extract inherent air quality features, and it is trained in a 
greedy layer-wise manner. Compared with traditional time 

series prediction models, our model can predict the air 
quality of all stations simultaneously and shows the 
temporal stability in all seasons. Moreover, a comparison 
with the spatiotemporal artificial neural network (STANN), 
auto regression moving average (ARMA), and support vector 
regression (SVR) models demonstrates that the proposed 
method of performing air quality predictions has a superior 
performance.  
 
3.Exposure to high concentrations of fine particulate 
matter (PM2.5) can cause serious health problems because 
PM2.5 contains microscopic solid or liquid droplets that are 
sufficiently small to be ingested deep into human lungs. 
Thus, daily prediction of PM2.5 levels is notably important for 
regulatory plans that inform the public and restrict social 
activities in advance when harmful episodes are foreseen. A 
hybrid EEMD-GRNN (ensemble empirical mode 
decomposition-general regression neural network) model 
based on data preprocessing and analysis is firstly proposed 
in this paper for one-day-ahead prediction of 
PM2.5 concentrations. The EEMD part is utilized to 
decompose original PM2.5 data into several intrinsic mode 
functions (IMFs), while the GRNN part is used for the 
prediction of each IMF. The hybrid EEMD-GRNN model is 
trained using input variables obtained from principal 
component regression (PCR) model to remove redundancy. 
These input variables accurately and succinctly reflect the 
relationships between PM2.5 and both air quality and 
meteorological data. The model is trained with data from 
January 1 to November 1, 2013 and is validated with data 
from November 2 to November 21, 2013 in Xi'an Province, 
China. The experimental results show that the developed 
hybrid EEMD-GRNN model outperforms a single GRNN 
model without EEMD, a multiple linear regression (MLR) 
model, a PCR model, and a traditional autoregressive 
integrated moving average (ARIMA) model. The hybrid 
model with fast and accurate results can be used to develop 
rapid air quality warning systems. 
 
4.Learning to store information over extended time intervals 
via recurrent back propagation takes a very long time, 
mostly due to insufficient, decaying error back flow. We brie 
y review Hochreiter's 1991 analysis of this problem, then 
address it by introducing a novel, efficient, gradient-based 
method called Long Short-Term Memory" (LSTM). 
Truncating the gradient where this does not do harm, LSTM 
can learn to bridge minimal time lags in excess of 1000 
discrete time steps by enforcing constant error flow through 
constant error carrousels" within special units. 
Multiplicative gate units learn to open and close access to the 
constant error flow. LSTM is local in space and time; its 
computational complexity per time step and weight is O(1). 
Our experiments with artificial data involve local, 
distributed, real-valued, and noisy pattern representations. 
In comparisons with RTRL, BPTT, Recurrent Cascade-
Correlation, Elman nets, and Neural Sequence Chunking, 
LSTM leads to many more successful runs, and learns much 
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faster. LSTM also solves complex, artificial long time lag 
tasks that have never been solved by previous recurrent 
network algorithms. 
 
 5.This work introduces a new technique that provides real-
time feedback to a Heating, Ventilation, and Air Conditioning 
(HVAC) system controller with respect to the occupants' 
thermal preferences to avoid space overheating. We propose 
a non-invasive approach for automatic prediction of 
personal thermal comfort and mean time to warm 
discomfort using machine learning. The prediction 
framework described uses temperature information 
extracted from multiple local body parts to model an 
individual's thermal preference, with sensing measurements 
that capture local body part variance as well as differences 
between body parts. We compared the efficacy of using 
machine learning with classical measurements such as skin 
temperature along with our approach of using multi-part 
measurements and derived data. An analysis of the 
performance of machine learning shows that our method 
improved the accuracy of personal thermal comfort 
prediction by an average of 60%, and the accuracy of mean 
time to warm discomfort prediction by an average of 40%. 
The proposed thermal models were tested on subjects’ data 
extracted from an office setup with room temperature 
varying from low (21.11 °C) to high (27.78 °C). When all 
proposed features were used, personal thermal comfort was 
predicted with an accuracy higher than 80% and mean time 
to warm discomfort with more than 85% accuracy. Further 
analysis of the machine learning efficacy showed that 
temperature differences had the highest impact on 
performance of individual thermal preference prediction, 
while the proposed approach was found not sensitive to the 
actual machine learning algorithm. 
 
 

3. CONCLUSION 
 
In this paper, we use the ARIMA model to process the high-
dimensional data to predict the PM2.5 concentration in the 
24 hours based on the historical datasets and predictive 
datasets. We proposed a predictive data feature exploration 
based air quality prediction approach. The approach enables 
to deeply mine and explore the high-dimensional time-
related features and statistical features based on the 
exploratory analysis of big data. We utilize the sliding 
window mechanism of increasing the amount of training 
data to improve the training effect of the model and 
employed the air quality historical dataset of Beijing to 
evaluate the prediction model. The experimental results 
show that the approach outperforms the other baseline 
models. By incorporating the predictive data, the 
performance of the model could be improved under three 
evaluation indicators compared with the similar scheme 
using only the historical dataset. Meanwhile, the inclusion of 
statistical features in the prediction approach also has a 
good effect on improving the prediction performance. The 

approach proposed in this paper can effectively use the 
predictive data to deeply explore high-dimensional features, 
improve the model’s ability to understand data, and is 
suitable for mining the features with strong correlation to 
the prediction objectives. 
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