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Abstract - Open source intelligence textual data has 

become a big topic in a variety of fields, including industry, 
law enforcement, military, and cyber security. Millions of 
people use social networking sites all over the world. The 
user's experiences with social media platforms like Twitter 
and Face book have a huge effect on their everyday lives, 
with some detrimental effects. The identification of scams 
and phony Social media users has become a common 
research area in the field of modern online social networks 
(OSNs). We show that Supervised Machine learning can 
overcome all the bottlenecks. We here find the conflict, 
disagreement or mismatch of the secured information from 
the unstructured data. Text analyses and classification is 
made to detect the Cyber bullying activities, Fake News 
Identification and Spamming.  
  

Key Words: Machine Learning, Cyber bullying, Fake 
News, Spamming, Online Social Networks.  
  

1. INTRODUCTION  
 
One of the most effective and efficient ways to 
communicate today is through the Internet and social 
media. It has made it extremely simple for anyone to 
publish content on their website, blog, or social media 
profile and potentially reach large audiences. The internet 
allows us to connect with a wide range of people and read 
news and information from all over the world, whether 
through Face book, Twitter, Yahoo, or any other website. 
Because there is such a high demand for resources, online 
networking sites have evolved into a source of real-time 
data about any user. As a result, it provides commentary on 
a previously unseen method of information discrimination. 
Fraudsters can easily deceive many people who have little 
knowledge of online networking. Although the Internet has 
many positive aspects and can be extremely beneficial, it 
can also be a source of danger. With the growth of Online 
networking sites, there needs to be analysis and study of 
user behavior. As the data available and shared on the 
internet can be in the form of text, video, audio, and so on. 
We here focus only on the text. One of the most crucial 
aspects of text analysis is text classification.  Since text can 
be a very rich source of knowledge, but due to its 
unstructured nature, extracting insights from it can be 
difficult and time-consuming. So, we assign tags or 
categories to text according to its content, helping 
structured and analyze the text, quickly and costeffectively, 
to automate processes and enhance data-driven decisions. 
Here text analysis is done to detect Cyber bullying 

activities, Fake news (False Information), and spamming. 
Many people get their news from social media sites and 
networks, and determining whether or how reports are 
accurate can be challenging. Information overload and a 
general lack of understanding about how the internet 
works by people have also contributed to an increase in 
fake news, Bullying, and spamming activities. Sending, 
publishing, or sharing negative, damaging, misleading, or 
mean material about someone else is considered cyber 
bullying. It can also include sharing personal or private 
information about someone causing embarrassment or 
humiliation. This crosses the line into unlawful or criminal 
behavior. False information is news, reports, or hoaxes that 
are intended to mislead or misinform readers. These 
stories are usually created to either influence or confuse 
people, and they can be a lucrative business for online 
publishers. Spamming is the practice of sending unsolicited 
or misleading messages across the Internet. It is often used 
for commercial advertising. All these issues can be resolved 
by text classification and analysis are made and detection is 
performed. In this, real-time unstructured data later 
modified to a structured format is collected from Kaggle. 
Then, preprocessing of the text is made by bringing it into 
the corpus (collection of data), and then vectorize the 
corpus by feature extraction. With the help of a supervised 
machine learning model, the classification and analysis are 
made. Then the accurate prediction for each model is 
determined. By doing this we can predict which model will 
give a higher accuracy rate. The model with high accuracy 
can help to detect fake news, spamming, and cyber bullying 
activities effectively. Maybe this will save a life or reduce 
the number of teens touched by cyber-bullying activities, 
fake news, Spamming, or any other internet dangers.  

2. RELATED WORKS  
 
The following sub-sections discuss some of the research 
that has been done by researchers in the areas of cyber 
bullying, fake news, and spam detection.  
  

2.1 Gender and Age Detection in Cyber bullying Texts  
Using Computational Stylometry and Machine Learning 
The purpose of this paper is to demonstrate the value of 
Computational Stylometry (CS) and Machine Learning (ML) 
in detecting author gender and age in cyber bullying texts. 
We created a cyber bullying detection platform and show 
the results of gender and age detection in cyber bullying 
texts we collected in terms of Precision, Recall, and 
FMeasure.  
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The benefits are as follows:   
  

1. We can categorize and analyze cyber bullying text by 
grouping it into taxonomy (linguistic rules) to detect cyber 
bullies' gender and age.  
  

The disadvantages include:   
  

1. Focusing on categories based solely on written text  
2. Developing a smaller number of stylistic features.  
  

2.2 An integrated approach for malicious tweets 
detection using NLP  
  

Detection of malicious user accounts has been the focus of 
many previous studies. Detecting spam or spammers on 
Twitter is a relatively new area of social network research. 
However, we present a method based on two new aspects: 
the detection of spam-tweets without knowing the user's 
previous background, and the other based on language 
analysis for detecting spam on Twitter in topics that are 
currently trending. Topics of discussion that are popular at 
the time are known as trending topics. Spammers benefit 
from the growing micro blogging phenomenon. Our 
research uses language tools to detect spam tweets. We 
began by gathering tweets related to a variety of popular 
topics and categorizing them as malicious or non-
malicious. We extracted a number of features based on 
language models using language as a tool after a labeling 
process. We also assess performance and categorize tweets 
as spam or not. As a result, our system can be used to 
detect spam on Twitter, with a focus on tweet analysis 
rather than user accounts.  
  

The merits are as follows:  
  

1. We detect spam accounts using the SVM algorithm, 
which yields a standard result.  
  

The Demerits, on the other hand, are  
  

1.  It can only be used to detect spam on Twitter, with a 
focus on tweet detection.  
  

2.3 Unsupervised cyber bullying detection in social 
networks  
  

Modern young people (also known as "digital natives") 
have grown up in a world dominated by new technologies, 
in which communication is pushed to near-real-time levels 
and there are no boundaries to forming relationships with 
other people or communities. However, due to the rapid 
pace of evolution, young people are unable to distinguish 
between consciously acceptable and potentially harmful 
behaviors, and a new phenomenon known as cyber 
bullying is gaining traction, attracting the attention of 
educators and the media. “Willful and repeated harm 

inflicted through the use of electronic devices” is what 
cyber bullying is defined as. Using techniques derived from 
NLP (Natural Language Processing) and machine learning, 
we propose a possible solution for automatic detection of 
bully traces across a social network in this paper. We will 
create a model based on Growing Hierarchical SOMs that 
can efficiently cluster documents containing bully traces 
and is based on semantic and syntactic features of textual 
sentences. We fine-tuned our model to work with Twitter, 
but we also put it to the test with other social media 
platforms like YouTube and Form spring. Finally, we 
present our findings, demonstrating that the proposed 
unsupervised approach can be used effectively in some 
scenarios with good results.  
  

The merits are as follows:  
  

1. Use of an unsupervised approach to analyze cyber 
bullying with several handcrafted features that were used 
to catch the cyber bullies' semantic and syntactic 
communication behavior.  
  

The disadvantages are as follows:  
  

1.  Less accuracy and performance results.  
  

2. PROPOSED SYSTEM  
 

Fake news on the Internet and cyber bullying on social 
media are major concerns for everyone in society, 
including the government, policymakers, organizations, 
businesses, and citizens. Fake news spreading on social 
media has become a significant problem in this world, with 
the potential to lead to mob violence. Bullying can have a 
negative impact on a person's physical, mental, and 
emotional well-being, leading to depression. As a result, a 
recipient of spam emails risk having their computers 
infected with a malicious program. Spam will clog mail 
servers, slowing down all email and putting a strain on the 
Server. Because spam email, fake news detection, and cyber 
bullying activities all fall under the category of text 
analysis, we've combined all of these domains and 
developed a system that can detect such texts. Using a 
supervised machine learning algorithm, we perform text 
classification on the dataset to identify fake/true news, 
spam/ham in the mail, bullying and non-bullying activity in 
our proposed system. We clean and prepare the real-time 
dataset before applying it directly to the algorithm, using 
pre-processing techniques such as stemming, 
lemmatization, and feature extraction to derive values 
(features in vector format) that are intended to be 
informative and nonredundant. When features are applied 
to various supervised   
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Machine learning models, the accuracy of each model is 
predicted, and the model with the highest accuracy is most 
effective in detecting the problem.  
  

4. SYSTEM ARCHITECTURE  
 
When features are applied to various supervised machine 
learning models, the accuracy of each model is predicted, 
and the model with the highest accuracy is most effective in 
detecting the problem.  
  

  

 Real-time Unstructured data is made into structured 

format are collected from Kaggle. We are collecting datasets 

specifically for Bullying, Fake News, and Spamming. Then 

the datasets collected will be subjected to preprocessing 

like Stemming, Stop Word and tokenization if needed 

lemmatization. To analyze preprocessed data, it must first 

be converted into features, or the text must be converted 

into numerical vectors. A technique for extracting features 

from text is by BOW and TF - IDF. A bag of words is a 

method to represent text into numerical features. Bag of 

Features can be easily created by using the count 

Vectorizier function. This process is called feature 

extraction (or Vectorization).  It is used to convert a 

collection of text documents to a vector of token counts. 

The TF-IDF is a statistical measure that assesses the 

relevance of a word to a document in a set of documents. 

Then we will be building predictive models for Bullying, 

Fake News, and Spamming. For bullying, we will be using 

Decision Tree, Linear Regression, and Random Forest. For 

Spamming, we will be using Support Vector Machine, Naïve 

Bayes, Decision Tree, Random Forest, and K - Nearest 

Neighbor. Then for fake news, we will be using Random 

Forest, Linear Regression, and Decision Tree. At last, based 

on the outcomes we will predict the probability of 

occurrence of an event by evaluating Metrics – Accuracy. 

We conclude that the model with good accuracy is chosen 

as the best one.  

DATASETS  
 
Kaggle is also used to collect real-time unstructured data 
that has been converted to a structured format. For each 
(i.e., bullying and non-bullying, fake news, and spamming), 
unique datasets are collected. The most important task of 
any machine learning project is data collection. Because the 
data we feed the algorithms is the input. As a result, the 
algorithms' efficiency and accuracy are determined by the 
accuracy and quality of the data collected.  

PREPROCESSING  
 
Data Preprocessing is the process of converting raw data 
into a usable and efficient format by removing noise and 
inconsistencies such as punctuation, date, title, Stop Words, 
Stemming, Lowercase conversion, and, if necessary, 
lemmatization. As a result, it generates consistent and 
reliable data, which improves the efficiency of the training 
data for analysis and allows for accurate decision-making.  
  

 
  

1. Removing Date (attribute not used for analysis)  
  

 

2. Removing the title (we will only use the text)  

 

3. Convert to Lowercase  

 
  
4. Remove Punctuation  
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5. Remove Stop Words  
  

 
  

6. Stemming  
 

Stemming is the process of removing or stemming the last 
few characters of a word, which frequently results in 
incorrect meanings and spelling.  
  

e.g., adjustable - > adjust  
        formality - >  formal  
  

7. Lemmatisation  
Lemmatization takes the context into account when 
converting a word to its meaning base form.  
  

e.g., playing, plays, played - > play         
am, are, is -> be   
  

DATA EXPLORATION  
 
We use visual exploration to figure out what's in a dataset 
and what the data's attributes are Size, amount of data, 
completeness of data, correctness of data, and possible 
relationships are the characteristics here.  
  

  
Articles per subject  

 
No of Fake and Real Articles 

 

 
Distribution of Spam and Ham 

  

FEATURE EXTRACTION  
 
Before fitting the train data and test data into a model. We 
perform feature extraction to vectorize the data.  
  

1. BAG OF WORDS  

 
It's a way of representing text data when using machine 
learning algorithms to model text. It describes the order in 
which words appear in a document. The model only cares 
about whether or not known words appear in the 
document, not where they appear. It entails two steps:  
 
i) A lexicon of well-known terms.  
ii) A metric for determining the presence of well-known 

words.  
  

Step 1: Collect Data  
  

It was the best of times.  
It was the worst of times. 
It was the age of wisdom.  
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Step 2: Design the Vocabulary  
  

We can now create a list of every word in our model 
vocabulary. The following are the unique words (ignoring 
case and punctuation):  
  

“it”, “was”, “the”, “best”, “of”, “times”, “worst”, “age”, 
“wisdom”  
  

From a corpus of 18 words, that's a vocabulary of 9 words.  
  

Step 3: Create Document Vectors  
  

Create a binary vector from the first document ("It was the 
best of times").The simplest scoring method is to assign a 
Boolean value to the presence of words, with 0 indicating 
absence and 1 indicating presence. The document's scoring 
would be as follows:   
  

“it” = 1 “was” = 1 “the” = 1 “best” = 1 “of” = 1 “times” = 1 
“worst” = 0 “age” = 0“wisdom” = 0        
  

“it was the best of times” = [1, 1, 1, 1, 1, 1, 0, 0, 0, 0]  
"it was the worst of times" = [1, 1, 1, 0, 1, 1, 1, 0, 0, 0]  
"it was the age of wisdom" = [1, 1, 1, 0, 1, 0, 0, 1, 1, 0]  
"it was the age of foolishness" = [1, 1, 1, 0, 1, 0, 0, 1, 0, 1]   
  

2. TF – IDF  
  

The TF-IDF is a statistical measure that assesses the 
relevance of a word to a document in a set of documents. It 
incorporates two ideas: i)Term Frequency   
ii)Inverse Document Frequency  
  

  

 Step 1: Create a term frequency matrix with documents as 

rows and distinct terms as columns across all documents. 

Count the number of times each word appears in each text.  

 

Term frequency = No of Repeatation of words in 
sentence / No of Words in a sentence  
  

  

 Step 2: Compute inverse document frequency (IDF) using  

the explained formula  
  

IDF = log (No of sentences / No of sentences containing 
words)  
  

 
  

Step 3: Multiply TF matrix with IDF respectively  
  

 
  

MODELLING  
We divide the data into train and test groups when 
modeling. This is used to estimate the performance of 
machine learning algorithms, which are algorithms that are 
used to make predictions using data that was not used to 
train the model. The model is fitted with the training data, 
and the test data is used to predict. It's a quick and painless 
method for comparing the performance of machine 
learning algorithms for predictive-based modeling 
problems.  
  

The following are some of the supervised machine learning 
algorithms that were used in this study:  
  

  

5. PERFORMANCE ANALYSIS  
 
The following are the predicted evaluation metrics for Fake 
News, Cyber Bullying and spamming:  
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6. CONCLUSION  
 
False information and bullying on social media have 
become serious issues in recent years, and a system that 
can detect such texts would undoubtedly be beneficial. As a 
result, text analysis is performed to identify inconsistencies 
in the text, which is then subjected to various supervised 
machine learning algorithms to determine the most precise 
estimation to resolve the issues. This way, we can assist 
people in making more informed decisions, as well as 
ensuring that they are not duped into believing what others 
want them to believe. Bullying, fake news, and spamming 
can all be mitigated as a result of this.  

 

 

 

FUTURE ENCHANTMENTS  
 
Testing and training corpora can be tailored to a specific 
domain in the future, as corpus vocabulary varies by 
domain.  
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