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Abstract - PageRank is an algorithm which is widely used to 
estimate reputations for webpages and social networks. It 
assigns each vertex of a graph with a rank that signifies the 
importance of the vertex in the graph. Personalized PageRank 
is a variation of PageRank used by Twitter and other services 
to provide personalized search results and recommendations 
by computing PageRank relative to a particular vertex or set 
of vertices. Personalized PageRank (PPR) is a widely used node 
proximity measure in graph mining and network analysis. 
Given a source node s and a target node t , the PPR value p(s, t 
) represents the probability that a random walk from s 
terminates at t, and thus indicates the bidirectional 
importance between s and t. The main aim of this paper is to 
discuss the various existing page ranking algorithms, 
personalized pagerank algorithm techniques. 
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1. INTRODUCTION  
 
PageRank is an algorithm originally developed to rank the 
importance of webpages by using the quantity and quality of 
links to a webpage. PageRank uses the hyperlink structure of 
the web to build a Markov chain with a primitive transition 
probability matrix. The irreducibility of the chain guarantees 
that the long run stationary vector, known as the PageRank 
vector, exists[1]. The values corresponding to each page in 
this vector gives the PageRank score of the page. Over the 
years, PageRank score has been widely adopted the relative 
importance of vertices in various graph based scenarios. 
 
Personalized PageRank is a variation of PageRank used by 
many services to provide personalized search results and 
recommendations by computing PageRank relative to a 
particular vertex or set of vertices. It uses random walks to 
determine the importance or authority of vertices in a graph 
from the point of view of a given source node. Given a fixed 
termination probability at each step, the Personalized 
PageRank score of a vertex with respect to the source vertex 
represents the probability that a random walk from the 
source terminates at this vertex. This has widespread 
applications in areas like web search, spam detection, social 
networks and graph neural networks. 
 
Personalized PageRank (PPR) is the personalized version of 
the PageRank algorithm which was important to Google’s 
initial success. On any graph, given a starting node s whose 
point of view here take, Personalized PageRank assigns a 

score to every node t of the graph. This score models how 
much the user s is in interested in t, or how much s trusts t. 
More generally can personalize to a distribution over 
starting nodes, for example in web search we can create a 
distribution with equal probability mass on the web pages 
the searching user has bookmarked. If we personalize to the 
uniform distribution over all nodes, the score is no longer 
personalized, and recover the standard (global) PageRank 
score. 
 
PPR has widespread applications in the area of data mining, 
including web search[2], spam detection[3], social 
networks[4], graph neural networks[5], and graph 
representation learning[6], and thus has drawn increasing 
attention during the past years. Studies on PPR 
computations can be broadly divided into four categories: 1) 
single-pair query, which asks for the PPR value of a given 
source node s and a given target node t ; 2) Single source 
query, which asks for the PPR value of a given source node s 
to every node t 2 V as the target; 3) single-target query, 
which asks for the PPR value of every node s V to a given 
target node t . 4) all-pairs query, which asks for the PPR 
value of each pair of nodes. While single-pair and single-
source queries have been extensively studied, single-target 
PPR query is less understood due to its hardness[7]. 
 

2. PAGE RANK ALGORITHM 
 
Brin and Larry Page[8, 9] developed a ranking algorithm 
used by Google, named PageRank (PR) after Larry Page 
(cofounder of Google search engine), that uses the link 
structure of the web to determine the importance of  web 
pages. Google[10] uses PageRank to order its search results  
so that documents that are seem more important move up in 
the results of a search accordingly. This algorithm states that 
if a page has some important incoming links to it then its 
outgoing links to other pages also become important. 
Therefore, it takes backlinks into account and propagates the 
ranking through links. Thus, a page obtains a high rank if the 
sum of the ranks of its backlinks is high. 
 
The PageRank algorithm considers more than 25 billion web 
pages on the WWW to assign a rank score [10]. When some 
query is given, Google combines precomputed PageRank 
scores with text matching scores [11] to obtain an overall 
ranking score for each resulted web page in response  to the 
query. Although many factors are considered while 
determining the overall rank but PageRank algorithm is the 
heart of Google. 
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A simplified version [8] of PageRank is defined in Eq. 1: 

  PR(u) = c                             (1)  

 where o represents a web page, B(u) is the set of pages 
that point to o, PR(u) and PR(v) are rank scores of page o 
and v respectively, N, denotes the number of outgoing 
links of page v, c is a factor used for normalization. 

In PageRank, the rank score of a page (say p) is equally 
divided among its outgoing links. The values assigned to 
the outgoing links of page p are in turn used to calculate 
the ranks of the pages pointed to by p. 

Later PageRank was modified observing that not all users 
follow the direct links on WWW. The modified version is 
given in Eq. 2: 

  PR(o) =(1-d)dI          (2)                               

where d is a dampening factor that is usually set to 0.85. d            

can be thought of as the probability of users’ following the         

direct links and (1 — d) as the page rank distribution from 

non- directly linked pages. 

Power Method is an iterative method for computing single 
source and single-target PPR queries [45]. Recall that, at 
each step, an α-discounted random walk terminates at the 
current node with α probability or moves to a randomout-
neighbor with (1−α) probability. This process can be 
expressed as the iteration formula with single-source PPR 
vector is shown in Eq. 3: 
 
         =(1- α) .P + α.      (3) 

where  denotes the PPR vector with respect to a given 

source node s, denotes the one-hot vector with  (s) = 1, 

and P denotes the transition matrix is given in  Eq. 4: 
 

      P(i,j) =          (4) 

 Power Method can be used to compute the ground truths for 
the single-source and single-target query. After  l=  (ε) 

iterations, the absolute error can be bounded by = ε. 

Since each iteration takes O(m) time, it follows that the 
Power Method computes the approximate single-target PPR 

query with additive error in O(m.log  ) time. Note that the 

dependence on the error parameter ε is logarithmic, which 
implies that the Power Method can answer single-target PPR 
queries with high precision. However, the query time also 
linearly depends on the number of edges, which limits its 
scalability on large graphs. 

2.1 Weighted Page Rank Algorithm 

Wenpu Xing and Ali Ghorbani proposed an algorithm called 
weighted page rank (WPR). This weighted page rank 
algorithm is different from the traditional page rank 
algorithm in the fact that each outlink page has a page rank 
value proportional to its importance (number of inlinks and 
outlinks) instead of dividing it equally [12]. 
 
Win (v, u) = weight of link (v, u) or importance of web page 
due to inlinks  
Wout(v, u) = weight of link (v, u) or importance of web page 
due to outlinks is in Eq. 5: 
   

  =     (5) 

 
where, Iu and Ip denote the no. of inlinks of page u and page p 
respectively. 
R(v) represents the reference page list of page v is in Eq. 6: 

  =     (6) 

 
where, Ou and Op denote the no. of outlinks of page u and 
page p respectively  
R(v) represents the reference page list of page v  
After calculating the importance of web pages, the modified 
page rank formula is given in Eq. 7: 
 
  d   (7) 

 
This Weighted Page Rank algorithm solves the problem of 
ranking web pages based on their relevancy or importance 
by considering the weight factor. But the problem of query 
independency and calculation of page ranks at indexing time 
still remain with WPR and with the traditional Page Ranking 
algorithm. 

2.2 Iterative Page Rank Algorithm 

It is easy to solve the equation system, to determine page 
rank values, for a small set of pages but the web consists of 
billions of documents and it is not possible to find a solution 
by inspection method. In iterative calculation, each page is 
assigned a starting page rank value. These rank values are 
iteratively substituted in page rank equations to find the 
final values. In general, many iterations could be followed to 
normalize the page ranks. 

3. PERSONALIZED PAGE RANK 

Personalized PageRank (PPR), as a variant of PageRank [8], 
focuses on the relative significance of a target nodewith 
respect to a source node in a graph. Given a directed graph G 
= (V, E) with n nodes and m edges, the PPR value π(s, t ) of a 
target node t with respect to a source node s is defined as the 
probability that an α-discounted random walk from node s 

http://www/
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terminates at t . Here an α-discounted random walk 
represents a random traversal that, at each step, either 
terminates at the current node with probability α, or moves 
to a random out-neighbor with probability 1 − α. For a given 
source node s, the PPR value of each node t sum up to 

 and thus π(s, t ) reflects the significance of 

node t with respect to the source node s. On the other hand, 
PPR to a target node can be related to PageRank: the 
summation of PPR from each node s ∈ V to a given target 
node t  is  where π(t ) is the 

PageRank of t [8]. Large π(s, t ) also shows the great 
contributions made for t ’s PageRank, the overall importance 
of t . Therefore, π(s, t ) indicates bidirectional importance 
between s and t . 

3.1 Reverse Push 

One local variation on Power Iteration starts at a given target 
node t and works backwards, computing an estimate (s) of 

(t) from every source s to the given target. This technique 

was first proposed by Jeh and Widom [2], and subsequently 
improved by other researchers [14]. The algorithms are 
primarily based on the following recurrence relation for : 

       (t) = α +  .  

Intuitively, this equation says that for s to decide how 
important t is, first s gives score α to itself, then adds the 
average opinion of its out-neighbors, scaled by 1 – α. 
Andersen et. al. [13,14] present and analyze a local algorithm 
for PPR based on this recurrence. This algorithm can be 
viewed as a message passing algorithm which starts with a 
message at the target. Each local push operation involves 
taking the message value (or \residual") [v] at some node 

v, incorporating rt[v] into an estimate [v] of  [t], and 

sending a message to each in-neighbors u  (v), 

informing them that [v] ]has increased. Because we use it 

in our bidirectional algorithm, we give the full pseudo-code 
here as Algorithm 1.  
 

            Algorithm 1 : Reverse Push(t, , α)[14] 

Inputs : graph G with edge weights ( , target 

node t, maximal residual  , teleport probability α 

1. Initialize (sparse) estimate-vector =  and (sparse) 

residual-vector  

    (i.e (v) =1 if v = t; else 0) 

2. while v V  s.t.  >  do 

3.  for  u  

4.   (u) += (1- α)   

5.             end for 

6.             (v) 

7.             (v) = 0 

8. end while 

9. return ( ) 

 

3.2 Forward Push 

An alternative local version of power iteration starts from 
the start node s and works forward along edges. Variations 
on this were proposed in [15] and others, but the variation 
most useful for our work is in Andersen et. al. [16] because 
of the analysis they give. Because we use it a variation of our 
bidirectional algorithm, we give the full pseudo-code here as 
Algorithm 2.  

         Algorithm 2: Reverse Push(G,s, , α) [16] 

Inputs : graph G , maximal residual  , teleport probability 

α, start node s 

1. Initialize (sparse) estimate-vector =  and (sparse) 

residual-vector  

    (i.e (v) =1 if v = s; else 0) 

2. while v V  s.t.  >  do 

3.  for  v  

4.   (v) += (1- α)   

5.             end for 

6.             (u) 

7.             (v) = 0 

8. end while 

9. return ( ) 

To our knowledge, there is no clean bound on the error || 
|| as a function of  for a useful choice of norm. 

The difficulty is illustrated by the following graph: we have n 
nodes, (s,t, ), and 2(n-2) edges, (s, vi) and 

(vi,t) for each i. If we run ForwardPush on this graph starting 
from s with = 1/n-2, then after pushing from s, the 

algorithm halts, with estimate at t of (t) = 0. However, (t) 

= (1), so the algorithm has a large error at t even though  

is getting arbitrarily small as n . 
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The loop invariant in [16] does give a bound on the error of 
ForwardPush, but it is somewhat subtle, involving the 
personalized PageRank personalized to the resulting 
residual vector. 
 

3.3 Monte-Carlo 

The Monte-Carlo algorithm [17] computes the approximate 
single-source PPR query by sampling abundant random 
walks from source node s and using the proportion of the 
random walks that terminate at t as the estimator of π(s, t ). 
According to Chernoff bound, the number of random walks 

required for an additive error ε is O ( ), while the number of 

random walks required to ensure constant relative error for 

all PPR larger than δ is O (  ). This simple method is optimal 

for single-source PPR queries with relative error, as there 

are at most O(   ) nodes t with PPR π(s, t ) ≥ δ. However, the 

Monte-Carlo algorithm does not work for single-target 
queries, as there lacks of a mechanism for sampling source 
nodes from a given target node. Moreover, it remains an 
open problem whether it is possible to achieve the same 

optimal O( ) complexity for the single-target query. 

 

4. CONCLUSIONS 

In this paper, we discussed the various algorithms and 
techniques mainly used by search engines in ranking web 
pages on the internet. That mainly deals with the traditional 
pagerank algorithm,  personalized pagerank algorithms and 
its different techniques. With the course of time the 
traditional page rank algorithm has been modified by adding 
many different factors. Google Page Rank Algorithm 
computes the page ranks of web pages only at the time of 
indexing and weighted pagerank algorithm is a modification 
of the google’s pagerank algorithm. But these modification 
are not sufficient to cope with the increasing data or 
information on every web page day-by-day. There is a need 
of some kind of modified algorithm that can give results at 
the time of indexing as well as at the time of user query is 
called personalized pagerank algorithm. The existing 
algorithms may consider the bookmarked web pages in 
calculating the Page Rank of web pages. The Page Ranking 
algorithms are now finding applications not only in ranking 
web pages but extensively used in ranking research papers, 
suggesting user accounts to follow and in many other fields. 
Here personalized pageranking techniques includes reverse 
push, forward push and finally monte-carlo. 
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