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Abstract— VLSI technology is used to evolve hardware 

which will meet all the required performance within the 

specified size. The need for high performance in special 

purpose computer system is longed for in this time of 

Artificial Intelligence and Machine learning. Tensor 

processing unit (TPUs) is application specific integrated 

circuit which is used in accelerated Machine leaning 

applications. These are done by Matrix a computation 

which consist of extensive arithmetic operation and is 

considered important for many signal processing 

applications. This matrix multiplication can be 

accelerated using special purpose hardware such as 

Systolic arrays [4]. Systolic array is the network of PEs 

which is used to produce and pass data through the 

system. Though PEs in SAs have a high critical path 

delays thus will limit the performance satisfaction of 

SAs. So, the main goal is to reduce the delay of individual 

PE by employing a more efficient multiplier. Here in this 

project we are going to design an efficient multiplier in 

order to achieve better performance. This work will be 

implemented using VHDL and synthesized using Xilinx 

ISE 14.2i. 

Keywords— Processing element (PE), Systolic array 

(SA), Tensor processing unit (TPU), Vedic multiplier. 

I. INTRODUCTION 

In most of the signal processing applications such as 

image processing, feature extraction, video compression, 

audio processing, wireless communication and in 

machine learning, matrix multiplication plays a very 

important role. but as known Matrix multiplication is a 

computational extensive arithmetic operation thus; 

computational delay is a crucial factor to be observed. 

But, the problem can be reduced by using a special purpose 

hardware schematic called as systolic array. however, the 

function of this systolic array is directly dependent on the 

processing element (PE) [12] which makes up the arrays. 

The completel time taken by the system is the time taken by 

the PEs to propagate the signals. As a solution, the efficiency 

of the SA is highly reduced. A Analysis is made to explore 

how the delay of PEs can be reduced which tends to be the 

target of the proposed work. Matrix multiplication is 

considered to be one of the core components in DSP.  

Thus, the speed of the processor will be directly dependent 

on the multipliers which are used in it. The most common 

multipliers which are being used are booth multipliers and 

array multipliers. A high propagation delay is associated in 

both the cases. Thus, a Vedic based approach is 

highlightened here. Because, Vedic mathematics provides 

much simpler derivation of array multiplier than the 

conventional ones. Computational speed also known to be 

more higher compared with the conventional ones. The 

algorithm or sutra that is being used here is “Urdhva 

Triyabhyam”. Eventhough Urdhva Triyabhyam [8] is known 

to be the fastest and most efficient multiplier, large number 

of partial products are propagated due to the certainity that 

2X2 being the basic building block of 4X4 and 4X4 being the 

basic building block of 8X8 and so on. To manage this 

problem a 4X4 multiplier can be formed using other fast 

multiplication algorithms possible and keeping Urdhva 

Tiryabhyam for higher order multiplier blocks. 

 

II. APPROXIMATE PROCESSING ELEMENT 

 

Matrix multiplication is considered to be as computational 

extensive arithmetic operation and is also considered very 

important for signal processing application. Ordinary 

matrix-matrix multiplication algorithm represents a 
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compute-bound task, since every entry in a matrix is 

multiplied by all entries in some row or column of the 

other matrix [5]. Adding two matrices, on the other 

hand, is I/O-bound, because the total number of addition 

is not larger than the total number of entries in the two 

matrices. It should be clear that any strive to speed up an 

I/O-bound computation must depend on an increase in 

memory bandwidth. Memory bandwidth can be 

increased by the use of either fast components (costly) 

or interleaved memory (complicated memory 

management problems). Speeding up a compute- bound 

computation, though, may often be skilled in a almost 

simple and low-priced manner, that is, by the systolic 

approach. Though processing element in systolic array 

have high critical path delay thus limiting the benefits of 

systolic arrays. One of the interesting part is most of the 

application in signal processing are lapse resident. 

consequently, approximate computing is used as an 

alternative design to address the estimate bound 

problem. Many strategy have been proposed to address 

the issue. 

 

 
 

Figure 1. Approximating Partial products in group A  

 

As signal processing are error resident approximate PE 

systolic array-based matrix multiplication has been 

proposed because systolic array architecture is simple, 

regular, modular and concurrent which can be used to 

increase efficiency. In the paper [12], two designs fig 1, 

fig 2 for approximate matrix multiplication based on a 

systolic array was proposed. It showed reduced critical 

path delay by using approximation. The internal architecture 

of exact processing elements with 8-bit input operands was 

presented in [12] to highlight the long critical path delays 

issue. The partial products were divided into two groups 

namely A and B. Partial products are simultaneously 

generated and accumulated. By using approximate PPU, 58% 

improvement in delay has been achieved. A constant energy 

gain of about 45% and 51% was also achieved using both the 

designs fig 2.1, fig 2.2. These exhibit high performance as 

critical path delay of systolic arrays is reduced. 

 
  

Figure 2. Approximating Partial products in both groups 

(A&B) 

  

III. VEDIC BASED PROCESSING ELEMENT 

 

 In the proposed architecture for n-bit processing element 

Vedic architecture is used in particular Urdhva tiryagbhyam 

sutra is used to evaluate the product of n-bit operands. The 

critical path delay is reduced by employing vedic 

architecture in the processing element. By doing so, no 

compromise in precision of the output is done. The proposed 

block diagram is given below fig 3. It has four blocks of 8×8 

systolic array multiplier and three 16bit carrylook ahead 

adders. The input a [7:0] and b [7:0] is fed into the first 8×8 

systolic array multiplier Qo [15:0] is the output. Similarly, to 

the rest of the blocks, a and b with several inputs are 

provided as inputs and later their outputs are Q1[15:0], 

Q2[15:8], Q3[15:0] noted. Carrylook ahead adder is used to 

add the partial products. To one of the CLA the inputs given 
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is Q1[15:0] Q2[15:8] and Q3[15:0] and its respective 

output was obtained as Q4[15:0] along with a carry c1. 

Another carrylook ahead adder is padded with 8bit'0' 

along with Q4[15:0] and Q0[15:8], its output was 

Q5[15:0] and generated a carry C2. Similarly the vedic 

design flow was followed. In case of the multipliers in 

the sub-block instead of using vedic multiplier other fast 

multiplier was used to reduce the number of partial 

products generated. As, a result an efficient processing 

element for the systolic array was designed. This design 

can be used to reduce the delay as well as the number of 

partial products generated. 

 

 
 

Figure 3. Vedic based Processing Element 

 

IV. RESULTS AND DISCUSSION  

Various input were given and the correctness was tested. 

For 4×4 1010(10) multiplied with 1110(14) gave the 

result 10001100(140) fig 4.  

 

 
 

Figure 4. Simulation Output for 4x4 

 

 As in the table 1, Delay and LUT count was determined 

for all the designs and the results is tabulated. Proposed 

system shows decrease in delay compared to the rest of 

the designs. LUT count is increased for the proposed 

designs. 

 

Table 1. 4x4 Delay analysis and LUTs count 

 

 Design SPARTAN 3 VIRTEX 4 

 Delay 
LUT 

Count 
Delay 

LUT 

Coun

t 

4x4 

Convention

al 

17.369n

s 
26 

9,248n

s 
26 

4x4 

Existing 

16.344n

s 
30 

8.882n

s 
30 

4x4 

Proposed 

15.410n

s 
34 

8.346n

s 
34 

 In this figure 5, Similarly for 8x8 the inputs given was 

10101101(173) multiplied with 00111010(58) gave the 

result 0010011100110010(10034).  

 

 
 

Figure 5. Simulation Output for 8x8 

 

 By using SPARTAN 3 family, the proposed system is found 

11.27% delay efficient as compared to conventional method 

and 5.71% when compared with existing systems. When 

VIRTEX 4 family was considered 8.78% and 5.02% 

improvement in delay was noted. 

 

Table 2. 8x8 Design analysis and LUT count 

 

 Design SPARTAN 3 VIRTEX 4 

 Delay 
LUT 

Count 
Delay 

LUT 

Coun

t 

8x8 

Conventio

nal 

33.36

9ns 
118 13.66ns 118 

8x8 

Existing 

27.32

7ns 
127 

13.767n

s 
127 

8x8 

Proposed 

28.73

3ns 
124 

14.231n

s 
124 
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The RTL schematic of the proposed system is also given 

Fig 7.  

 

 
 

Figure 7. RTL Schematic 

 

V. CONCLUSION 

 Systolic array multiplier is an arrangement of 

processors in an array where data flows synchronously 

across the array between neighbours. In this proposed 

work, in each processing element Vedic architecture 

based systolic array multiplier is considered as an ideal 

solution for dense matrix multiplication. Thus, the 

design of n' bit systolic array multiplier was optimised 

using structural style compared with behavioural style. 

Using Xilinx ISE, we have synthesised the design on 

SPARTAN 3 and VIRTEX 4 family effectively. By 

implementing such designs in VHDL one can easily 

understand the behaviour of designing aspects 

effectively. Using these ideologies in various 

computational extensive processes can reduce the time 

consumption in an effective way. 
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