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Abstract - Since  the  introduction  of  electronic sale ,  

retailers  have  had  at  into their inventory a vast amount 

of data. The challenge has been how to utilize that data to  

produce  business  inference.  Most  retailers  have  already 

figured  out  a way to  understand  the  basics  of  the 

business:  what  are  they  selling,  how  many  units  are  

moving  and  the  sales amount. However, few have 

deployed enough model to analyze the information at 

lowest level of granularity: the market transaction. The 

main reason for this is, perhaps, the pre notion that looking 

at data at this level of granularity is very much expensive 

and has limited business authority. This article will explore 

value  of  market  basket  analysis  through  real  scenarios,  

outlining along  the  way  why  the  users  don't  need  a  

strong  statistics  background  to understand it and benefit 

from it. 

Market   basket   analysis , is   the   process   of   analyzing 

transaction-level data to drive business value.  At  this  level,  

the information is very useful as it provides the business 

users with direct visibility into the market of each of the 

customers who shopped at their store. The data  becomes  a  

gateway  into  the  events  as  they  happened,  

understanding  not only the quantity of the items that were 

purchased in that particular basket. 
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1. INTRODUCTION  
 
Apriori is   an concept for   frequent   item set association 

rule learning over relational databases.  It  proceeds  by  

processing  the  frequent individual  items  in the database  

and  extending them to larger  item sets  as  long  as  those  

item  sets  appear  frequently  in  database.  The frequent 

item determined by Apriori can be used to determine 

association rules which determine general phenomenon in 

the database given or loaded:  this has applications in fields 

such as market basket analysis. 

     The Apriori algorithm was introduced by Agrawal and 

Srikant in 1994. Apriori is designed    to    operate    on 

databases which contains   transactions    (for    example, lists 

of items bought by customers, or details of a website 

frequently visited or IP addresses searches regularly). Other 

algorithms are dedicated for designing and determining 

association rules in data  having  no  transactions  (or  having  

no  timestamps) .Each transaction is seen as set of items (an 

itemset). 

     Apriori uses an approach called bottom up approach, 

where frequent subsets are extended one item at one time 

known as candidate generation, and other groups of 

candidates are tested against the data. The algorithm 

terminates the code when no further successful extensions 

found in the dataset.    

1.1 Motivation 
 
The human behavior is predictable for many  reason and 
their buying habits don’t change overnight which led to 
buying same combination of things all time, but we are 
unable or very hard to identify these pattern by over self so 
we take a machine learning algorithm to do it. 
 

1.2 Proposed Framework 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 1 Proposed Framework 
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2. IMPLEMENTATION AND RESULTS 
 
Data Acquisition – Load the data of Market Receipt in       
csv or tsv file into the google colab. 
 

 
 

Data Pre-processing – Load the data and fill the missing 
and non-accepted values from the dataset and visualise it. 
 

 
 

Apply Apriori – Below are the support vectors for the 2 
items which are more than 50 per cent related, means there 
are 52 per cent chance that if someone buy water then 
he/she also buy chocolate etc. 
 

 
 
 
 
 
 
 

3. CONCLUSIONS 
 
We  are  implementing  the  application  in  which,  the  input  
will  be  the  Market receipt to  the application, and the that 
will be forwarded to the system for pre-processing. The 
dataset variables from the document are broken up into the 
predefined features. This process is continuous which is 
determining the relative positions of these features and 
comparing them with the database of feature-graphs goes on 
until a match is obtained. The output will be the predicted 
behaviour at market of that person. 
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