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Abstract - Speech Denoising refers to the removal of any 
environmental noise/artifacts from audio signals. We 
propose a method of using CNN, trained with appropriate 
loss functions; MSE can perform much better than recurrent 
neural networks with the size ~670kb. The loss functions are 
motivated from BSS_EVAL like source to distortion ratio 
(SDR), source to interference ratio (SIR) and source to 
artifacts ratio (SAR). 
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1.  INTRODUCTION  
 
Speech denoising is an outstanding problem; oldest works 
include S.Boll’s spectral subtraction method[1] from 1979. 
With deep learning many new methods and models have 
been proposed,  John R. et al.[2] has proposed use of deep 
unfolding neural networks which is very suitable for real 
time applications.  

Some amazing results are observed when visual features 
are also considered with audio signal, Ariel Ephrat et al.[3] 
they are computing a 1024-D vector from the face of the 
speaker using [4], and feeding it as input to their model 
along with STFT spectrogram. A similar approach is seen 
in [5], [6], [7]. Rationale behind using visual clues is to 
mimic how humans leverage lips reading to compensate 
for noisy or less auditory audio. Although this performs 
really great visual features are not readily available in all 
scenarios and use of BLSTM layers make these models 
considerably slower. Google coral TPU is a deep learning 
runtime accelerator for edge computing, it lacks the 
support for any RNNs as of writing this; similar is the case 
with other edge hardwares, thus making solutions with 
recurrent layers very less useful at the edge. 

Convolutional Neural Networks usually have a much lesser 
number of parameters compared to FNNs and RNNs. CNNs 
have been used for style transfer on speech[8], speech 
recognition [9][10].  

We inspire our work from Se Rim Park et. al. [11], they 
have proposed a fully  convolutional neural network called 
R-CED as shown in Fig 1.  

 
Fig-1: FCNN for Speech Enhancement 

 
While the R-CED model works well and even efficiently 
given it’s small size, the MSE loss function used by Se Rim 
Park et. al. makes it harder to converge and degrades 
speech quality when higher magnitude of noise is 
introduced, therefore we propose 3 metrics for loss 
functions inspired from BSS_EVAL[11] 
 
Paper is organized as follows. Section 2 describes the 
datasets used and synthetic training set preparation, 
section 3 describes the architecture of neural network 
used, section 4 presents our proposed loss function, 
section 5 contains the results which were observed and in 
section 6 we conclude our work with further ideas to 
improve the model’s performance. 
 

2. Dataset 
 
We have used 2 datasets that are publicly available, The 
Mozilla Common Voice and The Urban Sound 8K, the 
former is used for speech sound and the latter is used to 
derive noise from. UrbanSound8K has 10 classes of noise 
in it.  
For training we removed any silent frames from the 
speech audio and added noise such that a SNR of 0dB is 
maintained, a 256-point Short Time Fourier Transform 
(STFT) is computed from the resultant signal to be fed to 
the network. The STFT window has a length of 256 and 
hop size of 64, this ensures 75% overlap. Finally the input 
vector is composed to have a shape (129, 8) i.e. current 
STFT noise vector plus 7 previous noise STFT vectors. 
Output of the network would have a dimension of (129, 1). 
 
  This is sometimes referred to as autoregressive modeling 
where the model predicts current output based on 
previous observations, here previous observations are 
fixed to be 7. 
 
The data was finally divided into 3 parts; train, test and 
validate with respective proportions 40:40:20. 
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3.  Convolutional Network Architecture 
 
The Redundant Convolutional Encoder-Decoder model 
used by us was proposed first by Se Rim Park et. al. [11], 
it’s architecture is very similar to a conventional 
Convolutional Encoder-Decoder model. Unlike an usual 
Encoder-Decoder model with R-CED we don’t compress 
the features in encoder part and upsample in decoder; 
rather we it encodes feature into higher dimension on the 
encoder part and compresses along the decoder part, this 
completely eliminated the need of upsampling layers. 

Rationale behind this is that auto encoder-decoder are 
usually interested in compressed representation as an 
embedding or just compressed data, but here we are only 
concerned with the input and output from the network.  

 

 

Fig-2: R-CEDNetwork 
 
A concept of 1-D convolution is also used, it basically 
means using a convolution filter of size 1xnumber of rows 
in input, as illustrated below in Fig-3, while Fig-4 is a 
normal filter used in image recognition projects. 

 
Fig-3: 1-D convolution 

 
Fig-4: 2-D convolution 

 

4.  Loss Function 
 
We propose 3 new loss functions along with MSE inspired 
from BSS_Eval, we found that MSE highly benefits from 
suppressing the whole audio signal to achieve optimal 
results. BSS_Eval is used a lot in source separation 
problems, where the sound of a singler speaker has to be 
separated from multiple speakers; speech denoising is also 
a very similar problem. 
 
We aim to remove interference and artifacts from the 
signal. Interference can be defined as the additional sound 
except the speaker’s voice, source-to-interference 
ratio(SIR) is used to measure and remove any 
interferences. Artifacts refer to sounds additionally 
introduced to the signal which were originally not present; 
this is due to the algorithm and several transformations, it 
can be measured and removed with source-to-artifacts 
ratio (SAR). Meanwhile source-to-distortion ratio(SDR) is 
a combination of the above two which captures how well 
both noise and speech signals are separated.    
 
We are using the following notations, s refers to speakers 
sound, d refers to noise and s’ refers to speech + noise 
signal. These refer to the time domain signal of the speech 
and s’ and d are constant when the network is optimized 
for s. Notation [xy] refers to xT.y 
 
For maximizing SDR, 

 

 

 

 
 
For maximizing SIR, 

 
 
For maximizing SAR we are assuming s and d to have a 
phase difference 90degrees, i.e. |s.d| = 0; this assumption 
helps with following simplification 
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5. Results 
 
Performance of the system was evaluated based on 
subjective listening by the authors. As opposed to looking 
for a model with least loss we are evaluating it on the 
perpetual quality of the output.  Following combination of 
loss functions were compared - 

1. MSE 
2. SDR 
3. 0.7 x SDR + 0.15 x SIR + 0.15 x SAR 

 
As expected MSE performed the worst with suppressing 
the speech along with noise signal, SDR performed 
marginally better but still had some artifacts left. Last 
function performed significantly better than the baseline 
MSE model. 
 

6. Conclusion and Future Scope 
 
We have demonstrated the superiority of loss function 
derived from the problem domain over generic functions 
like MSE, further research needs to be done in engineering 
better loss functions that are differentiable, thus can be 
used for backpropagation. In our knowledge STOI and 
deep features can further improve the performance of this 
neural network.  
 
Also the saved model instance is just ~760kB in size, due 
to weight sharing capabilities of a CNN it is very efficient 
for edge applications. Further study is required on 
runtime metrics of this model in readily available 
hardwares, CNNs can be accelerated using special vector 
instruction set on the CPU; alternatively microcontrollers 
such as MAX78000 or Kendryte K210 have built-in 
convolution neural network computation capabilities. 
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