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Abstract - Cross-Domain content refers to data from 
different source distributions. The task of matching two data 
points from two richly different distributions is a complex one, 
since traditional machine learning algorithms do not perform 
well at modelling a mapping function if the source and target 
domains are dissimilar. Although some Deep Learning models 
can help bridge this domain gap, they are computationally 
expensive and must be trained for long periods of time. In this 
paper we propose a robust Dual Stage Framework that can be 
used to perform this Cross-Domain mapping, requiring lesser 
computational power than existing methods. The first phase 
embeds the data points in dissimilar domains into a common 
latent space and the second phase maps the embeddings in the 
latent space with each other. The two phases can be trained 
independently, and hence require a lesser amount of 
computational power to produce robust results. The proposed 
hypothesis is verified on the sketchy database, producing 
strong results comparable with existing baselines. The 
proposed model demonstrates effective generalization and 
performance with limited resources.)  
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1.INTRODUCTION  
 
Human beings have an inherent ability to draw mapping and 
comparisons between dissimilar objects. This unique ability 
of humans to generalize existing knowledge with novel data 
allows us to adapt and draw conclusions quickly. Cross 
domain relations are naturally recognized by humans. 
However, this is not the case with Deep Learning Systems 
[1]. 
 
The boom of deep learning has led to an increased demand 
for data. However, the patterns and data encountered during 
the deployment of these models may not belong to the same 
domain that the training data belongs to. This is known as 
the covariate domain shift. It leads to poor translation of 
performance from training to testing. The ability of a model 
to generalize is also determined by its ability to handle 
covariate shifts. 
 
When sets of data belong to different sources and have a 
domain gap, we call this a cross domain problem. Cross 
Domain data refers to data from different source 
distributions. Matching data from different domains is a 

complex problem since deep neural networks have poor 
generalizability to covariate domain shift. 
 
To tackle the problem of Cross Domain Learning, several 
deep learning models have been developed including 
autoencoders and Siamese neural networks. One 
disadvantage of using these models is that they require a lot 
of data and computational power to be trained. For example, 
training a Siamese Network with dissimilar image pairs 
requires end-to-end training of a large network on multiple 
pairs of images. Generally, if there are N examples of each 
image, then there are O(N2) number of image pairs forming 
the training data. Siamese Networks also have several layers 
and hence training this model on the entire dataset requires 
a lot of time and computing resources (GPU’s).  
 
In this paper we propose a novel Dual Stage Framework for 
Cross Domain Content Matching which can generalize well to 
any content modalities. The first stage involves extraction of 
the latent space features from the input dataset. This is done 
in such a way that the features extracted from both 
distributions are of the same dimensionality. The second 
stage involves converging latent vectors which are similar 
(semantically) and diverging those which are dissimilar. It is 
important to note that the two deep neural networks of stage 
1 and the network of stage 2 are trained independently. This 
reduces the computational resources required for training, 
since after the first stage, the dimensionality is reduced, 
leading to a simpler and smaller model being used for the 
second stage. Additionally, making cross domain pairs for 
training becomes simpler with lower dimensional features 
being used in place of the content directly. Although the 
number of pairs remains the same, the dimension of the data 
is reduced significantly, hence reducing consumption of GPU 
resources. 
 
We demonstrate the efficacy of this framework on the Sketch 
Based Image Retrieval task [2]. The task of sketch-based 
image retrieval is to draw relevant images from a set of 
images given a hand drawn sketch. Here single channel 
sketches and multi-channel (RGB) images form the two 
domains. Since these are dissimilar distributions, cross 
domain matching [3] is required to additionally demonstrate 
the robustness of this approach with respect to performance 
on the baselines in terms of a metric known as mean average 
precision. 
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Fig -1: Stage 1 of the Framework 

 
2. LITERATURE SURVEY 
 
Prior work explored the use of Sketch Based Image Retrieval 
systems in trademark search and verification [4], clip art 
generation [5, 6] and in documents [7]. However, these works 
assumed that the sketches were a set of strokes and the 
geometric relation between them are considered for retrieval 
and matching [8, 9]. Clearly these techniques were very 
susceptible to perspectives, disturbances and occlusion. 
 
Edgemap based approaches, including the use of the Canny 
edge detector and HOG [10] were also explored, however 
these failed to bridge the cross domain gap effectively. These 
techniques were used to convert both source distributions 
into a single type, however this approach was not effective 
due to loss of data and [11, 12] explored the use of Siamese 
Networks and deep learning for feature extraction. These 
techniques however train the entire network at once and 
require a lot of computational power. Our framework builds 
on these techniques, by proposing an architecture to reduce 
computational complexity and training time. 
 
Current literature on Cross Domain Comparisons explores 
different approaches including disentangling domain features 
[13] and structure preserving learning [14]. While these 
techniques have been demonstrated to be effective, there is a 
requirement for training complex models. No current works 
explore training in conservative environments for robust 
performance, which is an important component in our 
framework. 
 
Using the existing Siamese neural network for learning the 
task to perform cross domain translation, we modify the 
architecture in accordance with our proposed framework, 
including the separation of feature extractors as separate 
independent units as well as dimensionality reduction of the 
dataset and reduction of complexity of the Siamese Network. 
 
 

 
3. FRAMEWORK 
 
A detailed description of the two independent phases is given 
in the following sections. We assume that a data source is a 
set of input vectors belonging to a unique distribution. 
 

3.1 Stage 1 
 
The first phase of the Dual Phased Deep Learning 
Framework model involves training two mapping functions, 
each transforming the source data vectors into latent space 
embeddings. Consider two sources of data X1and X2. These 
data distributions are dissimilar and there is a significant 
domain gap between them. Consider two data points x1 and 
x2 belonging to distributions X1in m dimensional space and 
X2 in n dimensional space. Let W be the common latent 
space in which we aim to embed the data points. 
 
The latent space W consists of all the vectors spanned by the 
feature embeddings of the data points of X1andX2. 
 
Then we define two functions h(x1): X1->W and               
g(x2): X2->W such that  
 

h(x)= w1 and, 
g(y) = w2, 
 

where w1 and w2 are the output vectors from this mapping. 
The mapping functions are trained on the pairs of data such 
that if x1 and x2 vectors are close to each other as measured 
by Euclidean distance or cosine similarity, then their output 
vectors are also close to each other. The vice versa is also 
applicable. 
 
Essentially, these mapping functions embed the data in such 
a way that clusters of semantically similar data points are 
formed. Source vectors, corresponding to the latent vectors 
within a cluster, are inherently similar to each other. 
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From an implementation perspective, this can be done by 
training a deep neural network to perform classification on 
the data, and by using the penultimate layer of the network, 
we get embeddings in an N dimensional space, where N is 
the number of neurons in the penultimate layer.  
 
Another way to implement this, is by using an unsupervised 
model to cluster the input features into a lower dimensional 
output space. This output space would be the latent space W 
as mentioned above. Thus, similar feature vectors would 
have similar corresponding latent vectors. Autoencoders can 
also be used, where the latent space embeddings of the 
autoencoder can be directly used as the outputs of Phase 1. 
 

3.2 Stage 2 
 
The second phase of the Dual Phased Deep Learning 
Framework is a function which essentially converges pairs of 
embedded vectors, outputting the probability of a pair of 
vectors being semantically similar. This second phase is 
generally implemented using a Siamese Network along with 
a suitable distance metric like Euclidean distance. Both 
contrastive and triplet losses can be used to penalize the 
network into learning to differentiate between the feature 
embeddings. As a matter of fact, this framework itself is like 
a Siamese Network. To draw this analogy further, the initial 
layers of the Siamese Network are trained independently 
and frozen. 
 
Since the h(x) and g(x) functions are trained independently 
and not at the same time, the requirement for GPU’s memory 
is lower. The time required for training the overall model is 
also lesser. 
 

 
Fig -2: Proposed Dual Stage Framework 

 

4. METHODOLOGY 
 
For verifying the hypothesis proposed by the Dual Phased 
Framework, we perform experiments on Sketch Based Image 
Retrieval. The goal of this task is to retrieve the most 
relevant images from a set of images, given a hand drawn 

sketch. Relevancy here refers to the semantic similarity 
between the query sketch and the retrieved image. 
 
Sketch Based Image Retrieval is a form of Content Based 
Retrieval, where the goal is to depict ideas in the form of 
sketches and find the most similar image from an image 
collection. Sketch Based Image Retrieval is inherently a Cross 
Domain problem [15], since we require a mapping between 
sketches and images, which are of different modalities. This 
domain gap between the sketch and its corresponding image 
can be bridged by using the proposed Dual Stage 
Framework. 
 
In the first stage we extract the feature embedding of the 
sketches and images. This is done using Convolutional 
Neural Networks. This is followed by the second stage, 
where we train a model to converge these features i.e. the 
model will output a probability describing the similarity 
between the sketch and image embeddings. The following 
sections illustrate the process of training and testing in 
detail.  
 

 
 

Fig -2: VGG16 Architecture 
 

4.1 Dataset 
 
In this work the sketchy database is used. It contains 75,471 

sketches of 12,500 objects traversing 125 categories or classes. 

The Sketchy database defines relationships between pairs of 

images and sketches, and we use this mapping as a cross domain 

association. 
 
The database consists of invalid and ambiguous sketches as well. 

These sketches are filtered out and the remaining sketches are 

split into train and test sets. Therefore, the set of sketches is split 

into 4 sets, including train, test, invalid and ambiguous sketches. 

The images corresponding to these sketches are also organized 

in a similar fashion. The mentioned statistics are depicted in 

Table 1. 
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Table -1: Dataset Metrics 
 

Train Test Invalid Ambiguous 

58050 7332 885 9214 

 

Train Test 

11209 1291 

 
Although there is a significant imbalance with respect to the 
number of sketches and images, the proposed framework is 
robust to domain imbalance owing to the fact that pairs need 
not be formed, and the mapping functions are learned 
independently.  

4.2 Model Architecture 

The first phase consists of two VGG16 networks, which are 
Convolutional Neural Networks (CNN), which help us to 
extract the features from the sketches and images. The 
VGG16 network is modified such that the final layer is 
replaced by a fully connected layer having 125 nodes, one for 
each class. The features of the penultimate layer of the two 
CNN’s, having 1024 nodes, are extracted to be used as the 
embedding vectors. 
 
Once these features have been visualized, we pass them 
through the phase 2 network to train it. The second phase of 
the network consists of a Siamese Network. This network has 
3 layers with the last layer being a fully connected layer with 
125 neurons. The other layers consist of 1024 nodes each. 
Euclidean distance is used as a metric to determine similarity 
between the last layers of the Siamese Network.   

 
Fig -4: Siamese Network Architecture 

 

4.1 Training 
 
A transfer learning approach is used to train the two VGG16 
models on sketches and images. These models are initially 

loaded with pre-trained weights and all layers except for the 
last four are frozen. These are then trained independently on 
the training set of images and sketches. 
 
Both of these models are trained for 20 epochs after freezing 
all but the last layer. Then fine tuning is performed by 
unfreezing all the layers. The penultimate layer features are 
then extracted. These have a dimension of 1024, equal to the 
number of neurons in the penultimate layer.  
 
These features intuitively represent the sketches and images 
projected onto 1024 dimensional space. Thus, the VGG16 
networks act as dimensionality reduction mechanisms. 
Further, we visualize these using a dimensionality reduction 
technique called t-SNE [17] . t-SNE is used to visualize the 
features in higher dimensional latent space by projecting 
them onto 2 dimensional feature space using unsupervised 
learning techniques. These plots are shown in Figure 5. Next, 
we train the phase 2 of the model, the Siamese Network. The 
extracted features are paired in such a way that for a given 
sketch there are 10 pairs with images which are very similar 
or related, i.e., the positive pairs and there are 10 pairs with 
images which are dissimilar, i.e. the negative pairs. The 
Siamese Network is then trained using these pairs [18, 19].  
 

 
Training images 
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Training sketches. 

 
Fig -5: TSNE Embeddings 

 

5. RESULTS AND OBSERVATIONS 
 
 For evaluating the retrieval results we use a metric called 
Mean Average Precision. Mean average precision is defined as 
the mean of average precision for a query. Average precision 
is calculated by plotting a precision recall curve and 
averaging the value of the continuous precision function. 
Mean average precision value [20] is considered for the 
retrieval of  100 images given a sketch query. This we 
calculate the mean of 100 average precisions. 
 
 We first present the results of the training on the vgg16 
models. Table 2 shows the training and test accuracy, and 
Table 3 shows the comparison with baselines. 
 

Table -2: Training metrics of Stage 1 models 
 

Model Training Validation Test 

Vgg16 Sketch 99.84   71.14       69.17  

Vgg16 Image 100 92.37 92.33 

 
Table -3: Result Comparison 

 

Model MAP@100 

Proposed Framework  0.240 

Siamese Network end to end[1] 0.239 

3D Shape[16] 0.192 

GF-HOG[10]  0.122 
 

 
As shown above, the model performs very well, and beats the 
existing benchmark scores for MAP@100 significantly. This 
proves that the model based on the Dual Stage Framework is 
very robust with respect to learning mappings between 
sketches and images. 
 

6. CONCLUSIONS 
 
In this paper, we proposed a novel Dual Stage Framework 
for Cross Domain Content Matching and Retrieval. There is 
significant reduction in the amount of resources required for 
training the cross domain network using this technique. 
Hence although the best performance may not be extracted, 
with limited demand for computational resources, using this 
framework can help produce strong results with limited GPU 
power within a short timeframe.  
 
The hypothesis has been verified by training and testing a 
model on sketch-based image retrieval. A small Euclidean 
Distance is resultant from this model after being trained on 
positive and negative pairs of extracted latent vectors. This 
model outperforms the baselines and has validated the 
proposed framework. The Dual Stage Framework helps 
bridge the domain gap between dissimilar modalities. Future 
work can explore the use of this framework for any cross-
domain problem given that this framework can generalize 
well to new modalities and domains while delivering robust 
performance. 
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