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Abstract- Analyzing statistics of football teams can help 
clubs predict their performance over a particular time frame. 
In this paper we use various machine learning algorithms to 
predict results of Premier League season 2017-2018 for 
home/away win or draw and analyze the important attributes 
that impact the full-time result. Games routinely gather 
information on how the player has the play. The knowledge is 
fed into an algorithm which is used by humans to pull games 
from its predictions of what players would see. Predictions 
help the manager of the squad to take the next step. By 
spotting weaknesses at the fighting team’s defensive strategy, 
the weakness of a specific player or selecting the statistically 
most possible reaction to the move from past history, coaches 
might get an edge over their competition. We have done a 
comparative study between different machine learning 
algorithms and used the algorithm with the highest accuracy 
for our project. 
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1.INTRODUCTION  
 

As a sport football is played globally and has the 
highest fan base which is around 3.5 billion fans across the 
globe. It is played in more than 180 countries in the world. 
Most of the fans can predict the results as who might win the 
match. Anyone can predict on the basis of features like home 
stadium, team form, squad strength, win percentage and 
other features. Prediction is very useful in helping club staff 
make the right decision regarding training and player 
management, it also helps the teams to prepare for their 
future play based on other team’s performance. Premier 
League - the English Premier association is regarded by 
some to be the most fun part of football on this planet and its 
sort of difficult to contend against that. Some of reality’s top 
clubs compete there and when it comes to the businesses 
needed, it’s somewhat tough to tell they aren’t in the top of 
the list. Manchester United are apparently thought to take 
this biggest family, but alongside them you’ve had the likes 
of Liverpool, Manchester City, Chelsea and some more. It’s 
hard to quantify the human truth about predicting the 
outcome of football matches. Results vary according to what 
matches are anticipated. Predictions on various leagues and 
tournaments make several accuracies and humans forecast 
the result on a much smaller collection of leagues and 
tournaments than this system. This makes the system hard 
to equate with human reality. We have developed machine 
learning models in order to predict full time results of the 
Premier League table of the year 2017-2018. Our work 
predicts which team will win the match(home/away/draw). 

2. PROPOSED METHOD 
 

We have used three models in our system Linear 
Regression, Support Vector Machine, Logistic Regression, 
Random Forest and Multinomial Naive Bayes classifier. We 
have used LinearSVC for multinomial classification which is 
the problem of classifying instances into one of three or 
more classes. In our experiment we have classified our 
results into 3 classes (i.e., Win(H), Draw(D) and Loss(A)) 
[10]. 
 

 
Fig -1: Proposed Testing Process Flow 

 
We have used data obtained for 2017-2018 season 

of the English Premiere League on which we have used 
standard data pre-processing steps. We have then calculated 
goals scored, conceded and team form to help us calculate 
important attributes. We then use this data on the above 
mentioned machine learning models. 
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Fig -2: Dataset with new attributes 

 

3. EXPERIMENT 
 

We then test it against a matchday where 10 games 
are played on the weekend by the 20 teams in the Premier 
League. We then predict the accuracy for each of the 
algorithms. We then run our machine learning algorithms on 
them and calculate the accuracy. Test result for the 
algorithms can be seen in Fig2, Fig3 and Fig4. 
 

 
Fig -3: Linear SVC Results 

 

 
Fig-4: Random Forest Results 

 
The accuracy is lower so we add more important 

attributes which are influential to the result of a game. We 
add recent performances of the teams to improve the 
accuracy. In football the particular form of a team is very 
important factor which can be very effective especially while 
predicting the outcome of the game. We calculate the form of 
the team based on their previous six results. 

 
Fig-5: Naive Bayes Results 

 

 
Fig-6: Linear SVC Results 

 

 
Fig-7: Random Forest Results 

 

 
Fig-8: Naive Bayes Results 

 
We see an improvement in the results after adding 

recent performance. To further improve our model, we use 
stadium advantage. In football stadiums of the teams are very 
difficult for opponent teams to play at and majority of the 
times the home team wins therefore adding this attribute will 
improve our results. We use various attributes to calculate 
how much home advantage a team has at their stadium. We 
use attributes such as past home shots, past home corner, 
past away shots, past away corners, past home goals, past 
away goals, result, past corner difference, past goal difference 
and past shots difference. The resultant data can be see of the 
most important attribute in Fig9. 
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Fig-9: Attributes for recent performance 

 
For this experiment we only use Logistic Regression 

and k-Nearest Neighbors. Logistic regression is a statistical 
model that in its basic form uses a logistic function to model a 
binary dependent variable whereas k-NN is a type of instance 
based learning [13] where the function is only approximated 
locally and all computation is deferred until function 
evaluation [14]. We visualize the accuracy graph for better 
understanding of the results.  The graphs can be seen in Fig10 
and Fig11. 
 

 
Fig-10: K-Nearest Neighbor 

 
The accuracy for the two models can be seen in Fig12 
 

 
Fig-11: Logistic Regression 

 
Fig-12: 1.KNN 2.Logistic Regression 

 

4. RESULT ANALYSIS 
From our experiments we found out that Linear SVC, 

Random Forest Classifier and Naive Bayes doesn’t give us 
good results. We then use KNN and Logistic Regression to 
predict the results and compare them with each other. We 
have used various models throughout the experiment to find 
the algorithm which gives us the best accuracy and we can 
conclude that K-Nearest Neighbors is the best for predicting 
the outcomes. 

 
Fig-13: Accuracy1.KNN 2Logistic Regression 
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5. CONCLUSION 

In this research paper, we have built multiple 
machine learning models to predict 2017-18 English Premier 
League match results. We can conclude that some attributes 
are more important than others, but prediction cannot be 
done using only these attributes. Usage of significant 
attributes increases the accuracy for the result prediction. We 
have also proved that algorithms like Support Vector 
Machine, Random Forest and Multinomial Naive Bayes 
classifier aren’t effective for football prediction. K-Nearest 
Neighbors gives us the best accuracy compared to all the 
different algorithms used throughout the research. We also 
concluded that addition of important attributes such as 
recent performances and home advantage improves the 
model substantially. 
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