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Abstract: Air quality has advanced as a major factor
affecting the quality of living in urban areas, specifically in
densely populated and industrialized areas. Air pollution
control is required in order to avoid deteriorating of air
quality in the long run. At the same time, short-term
forecasting of air quality is crucial in order to take
precautionary and clear action during incidents of
atmospheric air pollution. During the previous few years,,
the wusage of artificial neural networks (ANNs) has
improved in many areas of engineering. Artificial neural
network have been wuseful to many environmental
engineering problems and have established some degree of
success. The aim of this research is to create a neural
network-based air quality prediction model. The Multilayer
Perceptron is used to create a prediction method in this
analysis. Several variables, including Lead, NH3, PM1o, PM3s,
NO2, SO, temperature, relative humidity, rainfall and wind
velocity are considered in this study. The performance of
the developed model was evaluated through a measure of
Mean Absolute Error (MAE), Root Mean Square Error
(RMSE) and Relative Error (RE). Data obtained from best
prediction model are used for Forecasting Air Quality
Parameters for Future and assessed through value of RZ2.
Air Quality Index is calculated for the Forecasted data and
verified which category they fall into. Suitable remedial
measures are suggested.

Key words: Artificial Neural network, Prediction, Neurons,
errors.

1. Introduction

The atmosphere of the Earth is made up of air. The air
we breathe is made up of a number of gases and dust
particles. The clear gas used in vehicles and industries is
polluting all of the air that living beings breathe at an
unprecedented pace. One of the most significant natural
resources for the creation and survival of all life on this
planet is air. Plants and animals alike depend on air for
their survival. As a result, all living organisms require good
quality air that is free of harmful gases in order to survive.
It is the ever-increasing population. Long-term and short-
term health effects may be caused by air pollution. It has
been discovered that air pollution has a greater impact on
the elderly and young children. (Gaganjot Kaur Kang et,al
2018).

Air pollution is characterised as the presence of toxic
chemicals or compounds in the air (including those of
biological origin) at levels that are hazardous to human
health. In a wider context, air pollution refers to the
presence of pollutants or substances in the air that are not
normally present and that degrade the quality of the air or

have a negative impact on human health(Gaganjot Kaur
Kang et,al 2018).

With the continued development and growth of the urban
population, a number of environmental concerns, such as
deforestation, the release of hazardous materials, solid
waste disposal, air pollution, and others, have gained much
more attention than ever before. The issue of urban air
pollution has grown to the point that timely information
about changes in pollution levels is needed. Because of the
health effects caused by these airborne pollutants in urban
areas during pollution episodes, air quality forecasting is
now one of the main topics of air pollution research. As a
result, it is critical to establish successful forecasting
models for major air pollutants in urban areas. Air quality
monitoring and forecasting tools are used to take
preventative steps against air pollution, such as mitigating
the effects of an expected air pollution peak on the local
population and environment. In this research, a single
Artificial Neural Network (ANN) is used to forecast future
air quality (Enzo Grossi et,al 2009).

ANNs are artificial adaptive mechanisms that are
influenced by the human brain's working processes. They
are structures that can alter their internal structure in
response to a function target. The nodes, also known as
processing elements (PE), and the links form the
foundation of the ANN. Each node has its own input, which
it uses to receive communications from other nodes and/or
the world, as well as an output, which it uses to
communicate with other nodes or the environment. Finally,
every node has a function that converts its own global
input into output. (Enzo Grossi et,al 2009).

Moustris K.P et al (2012) research was to look at the one-
day forecast of the daily maximum surface ozone
concentration in the Greater Athens Area by using
predictive models based on multiple regression analysis
and artificial neural networks. According to the results of
the study, the coefficient of determination (MLR: 0.653,
ANN: 0.666) and index of agreement (MLR: 0.887, ANN:
0.892) between the observed and predicted ozone
concentrations for the year 2005 are statistically significant
(P <0.01Finally, the capacity of ANN models to forecast
presents a small precedent as compared to MLR models.
Furthermore, based on the availability of those data over
space and time, the built ANN model's predictive ability
may be enhanced by the use of many other parameters
such as nitrogen oxides concentration, solar radiation
strength, and sunlight length.
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Suraya Ghazalil et al (2012): Artificial neural networks
(ANNs) have become increasingly common in many fields
of engineering in recent years. Artificial neural networks
have been used to solve a number of environmental
engineering problems with varying degrees of
performance. The aim of this research is to create a neural
network-based air quality prediction model. A prediction
method based on feed-forward neural networks is
developed in this research. This research takes into account
a number of variables, including sulphur dioxide (SO2),
carbon monoxide (CO), nitrogen dioxide (NO), nitric oxide
(NO), temperature, relative humidity, and air velocity. A
measure of Mean Square Error (MSE) and the value of R2
were used to evaluate the established model's accuracy.
The model with network structure 7-20-4, R? value 0.57,
and MSE 0.062 had the best prediction performance among
the built networks.

Objectives of the study include Collection of data of air
pollutant parameters for the study area in Bangalore.
Collection of data from India Meteorological Department
like wind velocity, Rainfall, Relative Humidity,
Temperature, Analysis of Data and achieving best
prediction model, Forecasting the air quality data for future
years and Calculation of Air Quality Index (AQI).

AQI CALCULATION

The air quality index (AQI) is a number that is used to
report the air quality on any given day: it essentially tells
you how clean the air is. It monitors the amount of particles
and chemicals in the air that are harmful to people's health
(and ignores those that do not). Extreme pollution can have
serious health consequences in places. These side effects
can vary from minor irritations to decreased stamina and
even death. (National Air Quality Index(2015))

AQl is calculated using equation 1 as shown below:

I = [{ %3‘ #(Cp— Bo)| + Lo
.......... e
quation 1
where,

Bui= Breakpoint concentration greater or equal to given
concentration.

BLo= Breakpoint concentration smaller or equal to given
concentration.

In =AQI value corresponding to Bui.
I.o = AQI value corresponding to Bio.

Cp = Pollutant concentration.
Index(2015))

2. Data Collection And Methodology

(National Air Quality

2.1 Data Collection

The air quality data is collected from Karnataka State
Pollution Control Board (KSPCB) Bangalore, Karnataka.

Five years of monthly average has been collected for
the Air Quality Parameters like Lead, NHs, PM1o, PMy5,
NOy, SO; for the following stations Export promotional
Industrial park IPTL White Field road, Central silk
board Hosur road, Amco Batteries mysore road. Swan
Silk Pvt. Ltd. Peenya from 2014 to 2018. From Indian
Meterological Department Five years of monthly
average data has been collected for the rainfall,
temperature, relative humidity, wind velocity for the
Bangalore city from 2014 to 2018.

2.2 Software Used

SPSS version 25 was used in this study. SPSS is a software
package that includes a number of statistical packages for
social science research. (Priyanka Gogoi 2020).

2.3 Methodology

Collection of data

!l

Normmalization of data

|

Prediction of data for different
mumber of neurons

|

Calculation n:nfeﬁ'rors

|

Finding the best prediction model
(with least error)

l

Forecasting the data for the future

ﬂ

Calculation of AQL

Fig 2.1: Methodology Flow chart

Data Transformation

Normalization of samples: The data model is susceptible to
overflows in the network because of irregularities in the
values or weights. To remove these irregularities the range
transformation method of normalizing all the values in the
range of [0, 1] is applied. The range normalization function
is as shown in equation 2:
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(Xi—Xmin)
X normalization="""—_ — -
(Xmax—Xmin) .
S equation 2
Where, X normalization is the normalized value, Xi is the ith
value passed, and Xmin and Xmax are the minimum and
maximum value for Xi value.

Prediction

Multilayer Perceptron is used to predict data. MLP is
known for its straightforward structure and easy-to-
understand operating principles. It has many flaws,
including a lengthy training phase, local optimums, and,
most importantly, a lack of structure optimization theory.
Trial and error is used to calculate the number of hidden
layers and the number of neurons in each hidden layer. As
a result, MLP optimization is largely problem-specific, and
manual experimentation is often needed, limiting the
model's applicability. An MLP model with just one hidden
layer and one neuron in the hidden layer has the simplest
structure. ( Dahe Jiang et, al 2013).

Partitions: For developing the ANN model, the data were
divided into two sets. 70% of the data for the whole
training set, follows with 30% of the whole data for testing.
(Azman Azid et, al 2013).

Architecture: For this study automatic architecture is used
so that required number of neurons can be assigned.
Automatic architecture selection uses the default activation
functions for the hidden and output layers.

Number of Hidden Layers: A multilayer perceptron can
have one or two hidden layers. For this study one hidden
layer is used with the number of hidden neurons ranging
from 2,4,5,6,7,8,9,10,12,14,16,24,32. The output with the
neuron number which has less error is considered as to be
best output.

Training: Batch training is often preferred because it
minimizes the total error. It is most useful for "smaller”
datasets. Gradient descent is used as optimization
algorithm, The intial learning rate and the momentum are
chosen as 0.3 and 0.2 respectively for this project.

Calculation of Errors

To evaluate the prediction results, the following error
measures were considered: Mean Absolute Error (MAE),
Root Mean Square Error (RMSE) and Relative Error (RE)as
shown in equation 3, 4 and 5.

MAE = %ELHP! - M| ~.Equation 3
RMSE = Jﬁz?:.{ﬁ _M)? .oEquation 4
= lyn [Pi-M| ...Equat 5

RE = ,‘Ea=| m quation

where n denotes the number of data points in the test
dataset, and Pi and Mi denote the predicted and measured
values for the ith hour, respectively. Different layers of

Neural Network (NN) models for pollutant concentration
were built in this project. For the purpose of evaluating the
best performing model, these models were all trained on
the same dataset. With the smallest difference between the
expected and measured values, the neuron layer with the
lowest error rates will have the best prediction rate. Excel
is used to measure these errors. With the smallest
difference between the expected and measured values, the
neuron layer with the lowest error rates will have the best
prediction rate. For future forecasting, these expected
values with lower errors are used. The neuron layer with
the lowest error rate would have a smaller difference
between expected and measured values, resulting in the
best prediction rate. Future forecasting is based on these
predicted values with lower errors.

Forecasting

Forecasting is done using forecast option in SPSS software.
Forecasting is done from the year 2019 to 2023.

3. Results and Discussions

This chapter deals with all the results and
discussions obtained in the present study. It deals with the
prediction and forecasting of air quality parameters in the
study area using Multilayer perceptron. The details of
results obtained along with their discussions are described

below.
3.1 Export promotional Industrial park, IPTL, WF road

Monthly average of air quality parameters like Lead, NH3,
PMio, PM25, NO2, SO, were collected for the study area. The
parameter which has to be predicted is taken as dependent
variable, the other variables are taken as independent
variables. These dependent and independent variables are
taken as input in input layer. Different number of neurons
are taken in hidden layers like 2, 4, 5, 6, 7, 8, 9, 10, 12, 14,
16, 24, 32 for identifying the best performing model.
Different number of neuron is assigned for every trail and
in total 13 outputs are obtained for one air quality
parameter

Error Calculation

The error functions like MSE, MAE, RE were calculated for
various hidden neurons and are presented in the below
Table 3.1. It can be seen from the table that different
hidden number of neurons has different error rates and the
neuron layer with the lowest error rates will have the
smaller difference between the predicted and the
measured value leading to best prediction rate.
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No. of
neurons 2 4 5 6 7 8 9 10 1 14 16 24
RMSE 014495 | 017272 | 01767 | 01363 | 01532 | 014286 | 0.1452 | 0.15106 | 0.1235 | 0.11856 0.12656
MAE 0.092| 00977| 0.107| 00877( 0.1000| 0.984| 0.0923| 0.1042|0.07798 | 0.0781 0.08421
37.89 3692 | 43788 | 37112 44509 | 45114 46461 4385 | 24786 | 43.008 43.968
01858 | 03131 | 0.1609 | 0.13636| 0.14479 | 0.1758 0.1808 | 0.1463 | 0.1658 | 0.14606 01513
0.1351| 0.10048 | 0.1168 | 0.0985| 0.10356 | 0.1564| 0.1363 | 0.1044| 0.124| 01061 0.1129
11555 | 590616 | 7162 | 58471| 61366 8625 11442 | 62.7109 | 76618 | 55.745| 78322 | 84.934
01533 | 0.1235| 0.1454| 01443 01529 | 014800 | 0.1549 | 0.0169 | 0.15587 | 0.14265 01433
01051| 01031| 0098 0104| 01073 0.0952 0.1161 0.104| 0.1084| 00942 0.0996
14256| 01235)11.8631| 12.069 137] 13232 13.18| 12.36| 13.85 113065 9.968
05382 01278 | 01144 03681 | 0.1281
0.0879 00979 | 0088 0312] 00944
8.6732 11.0018 | 9.0132 16.681 8.63
0.13875 0.1573| 01415 0.0937| 0.1954
0.10348 01179 | 01011 0.1267 0.074] 01372
33.349 64233 | 47.088 62.75 41331 6.1412
0.31041 02936 0323 0.3185 0.3 ] 027633

0241 0.2377| 02583 02673 0.234 | 021359
17.064 16.588 | 17.465 17.11 16.491 1739

Lead

Noy

014628
0.1149
11.2505
0.11312
0.08512
431
0.2822
02103
16.799

0.1358
0.1196
11.3875
0.0754
0.066
36.656
0306
02448
17.186

0.12545
0.0081
0.1152

0.174

0.1139
0.0884
5.0745
0.1541
0.11108
57.031
031582
0.25876
17.566

01194
00944
9.01
00822
00618
3134
031568
0271
17.1083

01329
01042
11.016

0.153
01151
64.003
0.3073

0233
16.955

PM2.5

PM10

Table 3.1 : Table showing errors rates for different number
of neurons for Export promotional Industrial park, IPTL,
WEF road.

From the table 3.1, it can be seen that different parameters
have achieved best result at different number of neurons.
Best prediction model for lead is obtained when 12 number
of neurons are used in the hidden layer because of the
lesser error rate having RMSE, MAE, RE, 0.1235, 0.077986,
2.4786 respectively. NH3z achieved its best prediction model
when used 14 number of hidden neurons having RMSE,
MAE, RE, 0.14606, 0.1061, 55.745 respectively likewise
NO2 at 4 number of hidden neurons having error rates
RMSE, MAE, RE 0.1235, 0.1031, 0.1235 respectively. PM;;
at 8 number of hidden neurons having error rates RMSE,
MAE, RE 0.12545, 0.0981, 0.1152 respectively. PM1o at 10
number of hidden layers having RMSE, MAE, RE 0.1954,
0.1372, 6.1412 respectively, and then SOz at 9 number of
hidden neurons having RMSE, MAE, RE 0.3, 0.234, 16.49
respectively. we can conclude, to yield the best prediction
for the Neural Network (NN) This architecture will yield
the best result because of its lesser error rate when
compared to other hidden neuron layers. The graphs of the
Neural Network (NN) with best prediction models that is
with the least errors are shown below.
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Fig3.1: Graph showing variation between measured and
predicted values for Lead.
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Fig3.2: Graph showing variation between measured and
predicted values for NHs.
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Fig3.3: Graph showing varation between measured and
predicted values for PMyo.
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Fig3.4: Graph showing variation between measured and

predicted values for PM3s.

18.0
16.0
14.0
12.0
10.0
8.0
6.0
4.0
2.0
0.0

AWV

502.5ug/m3

$
3
¢
[
g
:
§
[

July14

October-14
July15

October-15
July-16

January-14
April-14
January-15
April-15
January-16
April-16
October-16
January-17
April-17
October-17
January-18
April-18
July18
October-18

w
o]
o

—®&— Measured

T
@
o
G
5
@
a

Fig3.5: Graph showing variation between measured and

predicted values for SO..

HOZ2
[
|
|
L
L
[
[
L
i
b
g
L
L
L

Octaber-15
October-17
October-18

Jai

—o—ND2

i MAEAS U
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Forecasting for Export promotional Industrial park,
IPTL, WF road

Output obtained from the above mentioned best prediction
models are used for the forecasting for the future. Data is
collected from 2014 to 2018, the forecasting is done for the
next five years that is for 2019 to 2023. The below
mentioned graphs from 3.7 to 3.12 shows the forecast of
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Export promotional Industrial park, IPTL, White Field road 12
for the lead, NH3, PM19, PM25 NO, SOz,
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07 Table 3.2: Table showing R? values for the forecasted data
0.6
€ os DISCUSSIONS
2 04
g o3
= 02 1. Figures 3.1 to 3.6 shows the graphs of measured vs
01 predicted for the air quality parameters. The
¢ R I R I graphs are plotted only for the best prediction
R EREREERE R EE R ] model, that is neuron that is giving the less error.

2. From graphs it can observed that the predicted
values were very close to the observed pollutant
concentrations both in trend and pattern. It was
found that all the developed ANN prognostic
models perform absolutely well.

Fig3.10: Graph showing observed and forecasted values
fOI'PMz,s

3. Figures 3.7 to 3.12 shows the forecast of Lead, NH3,
PM1o, PM25 NO2, SOz from 2019 to 2023. It can be
observed that all the parameters are showing
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increase in trend. The percentage increase values
for Lead, NHs;, PMj,, PM3s NO; SO, are 10%,
11.5%, 16.33%, 4.3%, 0.3%, 17.78% respectively.

4. The Air quality index values are calculated for
forecasted data, The AQI values are 95, 107, 112
for the year 2021, 2022, 2023 respectively. These
AQI values are increasing when compared to
previous years and fall under the moderate range.

5. The Table 3.2 shows the R2 values for the
forecasted values, The closer the value is to one,
the better and more accurate is the prediction.

6. The reason for increase in the concentration for
parameters may be increase in the number of
vehicles, setting up of industries as it is the second
most polluted area in Bangalore next to Silk Board
Junction according to Karnataka State Pollution
Control Board’s survey in 2016.

3.2 Central silk board, Hosur road.

Monthly average of air quality parameters like Lead, NH3,
PMio, NO2, SO, are collected for the study area. The
parameter which has to be predicted is taken as dependent
variable, the other variables are taken as independent
variables. These dependent and independent variables are
taken as input in input layer. Different number of neurons
are taken in hidden layers like 2, 4, 5, 6, 7, 8, 9, 10, 12, 14,
16, 24, 32 for identifying the best performing model.

Error calculation

The error functions were calculated for various hidden
neurons and are presented in the below Table 3.3. It can be
seen from the table that different hidden number of
neurons has different error rates and the neuron layer with
the lowest error rates will have the smaller difference
between the predicted and the measured value leading to
best prediction rate.

Noof
newrons 2 4 5 5 7 3 5| w| 4 16 p7] 2
BMSE 02s087| 02054 0213 22| 02108] 02049] 02297] 02247] 00onis] 02209] 024 024135
lead | MAE 0219 01695 | 01596 01754 | 01854| 01988 | 0.18429| 0.1866 0.1828| 02093 | 0.1977
RE 1373 | 1050019 | 12987 986.181 | 1291418 | 113566 | 115178 | 1171.785 | 58.23 | 1020.246 | 125786
RMSE 0010211 | 0.15217 [ 0.15655 | 0.1707| 005921 [ 017019 | 0.1714] 016508 | 01523 01559 0.165| 0.19441] 001697
NH: |MAE 0.11873 | 0.09664 | 0.10615 | 009847 | 03017 | 011024 | 01029 | 16508 | 0.0966| 0100401 | 01013| 0.1187 | 0.110507
RE 12234] s5879| 12079| s224| 668 10668| 12076| 12598 ] 102119 105262 11445| 12254] 11629
BMSE 02399 0.201] 0.2507] 0. 0234] 02305 | 0312 0220] 02122] 02194
MAE 01842 01812] 019022 02062 01796 | 0.184 0.185% 59| 01749| 01709 0d6
My |RE 41353 3945 424 545 40575| 38268| 3881 3220 30477  4188| 2858
RMSE 018322 0472 0.148] 03396] 001488 ] 016165 | 0.M419| O.I8I1Z| 01767 02] 02| 0206 0.2
MAE 01431 0.1376] 0.1098 | 012 01274| 01095| 01439| 0.1388| 01276 0.1618| 0.1611| 0.14546
N0 |RE 1361 | 16567| 14685 ss45| 1599| 13sin| 1506| 15999 1482 16619| 20083| 5383
RMSE 03543 _05179] 0.3309] 03 03 18] 0388 03513
MAE 03267 02537| 02832] 03! 2 08| 03289 03084
s0: |RE 1774] 1est| 13134] 15 17 78] |15 0t

Table 3.3 : Table showing errors for different number of
neurons for Central silk board, Hosur road.

From the table 3.3, it can be seen that different parameters
have achieved best result at different number of neurons.
Best prediction model for lead is obtained when 16 number
of neurons are used in the hidden layer because of the
lesser error rate having RMSE, MAE, RE, 0.2209, 0.1828,
58.23 respectively. NH3 achieved its best prediction model
when used 7 number of hidden neurons having RMSE,

© 2021, IRJET | ImpactFactor value: 7.529

MAE, RE, 0.15921, 0.1017, 66.8 respectively likewise NO;
at 32 number of hidden neurons having error rates RMSE,
MAE, RE 0.2, 0.14546, 5.383 respectively. PMio at 32
number of hidden layers having RMSE, MAE, RE 0.2194,
0.16, 28.538 respectively, and then SO, at 5 number of
hidden neurons having RMSE, MAE, RE 0.3309, 0.2832,
13.134 respectively. we can conclude, to yield the best
prediction for the Neural Network (NN) This architecture
will yield the best result because of its lesser error rate
when compared to other hidden neuron layers. The graphs
of the Neural Network (NN) with best prediction models
that is with the least errors are shown below from figure
3.13 to 3.17.

(ctober-18

Fig3.13: Graph showing varation between measured and
predicted values for Lead.

anuary-14

fober-18

fober-14

x

b=

O¢

—8—HH3 —8—Measured -

Fig3.14: Graph showing varation between measured and
predicted values for NHs.
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Fig3.15: Graph showing varation between measured and
predicted values for PMo.
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Fig3.16: Graph showing varation between measured and

SO2 ug/m3
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Fig3.17: Graph showing varation between measured and

predicted values for SO,

Forecasting for Central silk board, Hosur road.

Output obtained from the above mentioned best prediction
models are used for the forecasting for the future. Data is
collected from 2014 to 2018, the forecasting is done for the
next five years that is for 2019 to 2023. The below
mentioned graphs shows the forecast of Amco Batteries,
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Fig3.19: Graph showing observed and forecasted values
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Fig3.21: Graph showing observed and forecasted values for
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Fig3.22: Graph showing observed and forecasted values for

SO
SL. No | parameters - R? value
1 Lead 0.714
2 NH: 0.654
3 PMio 0.879
4 NO2 0.659
5 SOz 0.801

Table 3.4: Table showing R? values for the forecasted data.
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DISCUSSIONS

e Figures 3.13 to 3.17 shows the graphs of measured
vs predicted for the air quality parameters. The
graphs are plotted only for the best prediction
model, that is neuron that is giving the less error.

e From graphs we can observe that the measured
line and the predicted line are close in both trend
and pattern, which indicates the least error
between the measured and predicted data leading
to best prediction model.

e Figures 3.18 to 3.22 shows the forecast of Lead,
NH3, PM1o, NO2, SOz from 2019 to 2023. We can
observe that all the parameters are showing
increase in trend. The percentage increase values
for Lead, NH3, PMiy, NOz SO; are 6.3%, 8.6%,
16.2%, 8.5%, 9.71% respectively.

e The Table 3.4 shows the R? values for the
forecasted values, The closer the value is to one,
the better and more accurate is the prediction.

e Figures 3.7 to 3.12 shows the forecast of Lead, NH3,
PMio, PM25 NO2, SO2 from 2019 to 2023. It can be
observed that all the parameters are showing
increase in trend. The percentage increase values
for Lead, NH3;, PMjy, PM3s NO; SO, are 10%,
11.5%, 16.33%, 4.3%, 0.3%, 17.78% respectively.

e The Air quality index values are calculated for
forecasted data, The AQI values are 121, 163, 201
for 2021, 2022, 2023 respectively

o The AQI values for 2021 and 2022 falls under
moderate category, yet shows increasing trend
compared to previous years. The AQI value for
2023 is 201 which falls under poor quality.

e C(Central silk board junction is also one of the two
most polluted areas in the city, recording high
levels of residual suspended particulate matter
well above the national permissible limit; the high
pollution level has been attributed to the traffic
congestion at the junction leading to the increase
in the AQI values.

3.3 Amco Batteries, mysore road.

Monthly average of air quality parameters like Lead, NH3,
PM;s5 NO SOz are collected for the study area. The
parameter which has to be predicted is taken as dependent
variable, the other variables are taken as independent
variables. These dependent and independent variables are
taken as input in input layer. Different number of neurons
are taken in hidden layers like 2, 4, 5,6, 7,8, 9, 10, 12, 14,
16, 24, 32 for identifying the best performing model.

Error calculations

The error functions were calculated for various hidden
neurons and are presented in the below Table 3.5. It can be
seen from the table that different hidden number of

© 2021,IRJET | ImpactFactor value: 7.529

neurons has different error rates and the neuron layer with
the lowest error rates will have the smaller difference
between the predicted and the measured value leading to
best prediction rate.

Number of
Neurons
2 4 3 S ] I n
RMSE 02284| 02420 02417 02141 0227| 02308 0253
lead | MAE 0.1638| 01891 0.1964 01515 | 0.1782| 01683 | 0] 0189
RE 81303| 11885| 12266 3| 6.4829) 90633 9960| 10520 11209) 11312] 13525| 11.081
RMSE 0254| 01793| 01718 0.1767| 01819 0.1637( 0.1941| 04738 | 01767| 0.076) 0198 0A78| 0176
NH; | MAE 02048| 00242) 0116| 0.1242] 01163 00142 0.1323 1123 9] 0134 013 0123
RE 2645 48] 10120 92152| 61852) 7T733| 6375 74| 0| 8436
RMSE 01703 | 00714 01854) 0.1560| 01726 01763 0173| 0730 00704 0.0004) 0.185%) 07| 0158
No; | MAE 01188 039| 01255 01068 0.1215| O1189) 01227| 01219) 01118 [ 0.1193| 01279 0114| 0.108
RE 91152| 95.699| 6175) 79404| 8949) B4768| 8033 77384 | 04813| 90.004) 96112 9671 844
RMSE 02121| 02000| 01775| 02156] 02174 DISIT| 0.0764| 0553 57] 0213] 021| 02429| 0220
PMis | MAE 01694| 01551 01393| 01717| 01756 0.1402( 0.1362| 01199 | 01203 | 0.171) 0.1827] 02013 3
RE H4E| 400480 42013 43734 4191 40416 36034| 19.089| 30693 | 4195 2371 475%) 39
RMSE 0318| 03024] 02581| 02782) 02811 03 03082 )X 0293
80; |MAE 025 0231] 02035( 020684 02106 0. 02383 . 233 2333|0227 ! 0214
RE 1554] 29433 12.798| 14504 17047 19239| 13984 29372| I411] 2117) 1748 14319 B3T3

Table 3.5 : Table showing errors for different number of
neurons for Amco Batteries, Mysore Road.
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Fig3.23: Graph showing varation between measured and

predicted values for Lead.
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Fig3.27: Graph showing variation between measured and
predicted values for SO,

Forecasting for Amco Batteries, mysore road.

Output obtained from the above mentioned best prediction
models are used for the forecasting for the future. Data is
collected from 2014 to 2018, the forecasting is done for the
next five years that is for 2019 to 2023. The below
mentioned graphs shows the forecast of Amco Batteries,
Mysore road for the Lead, NH3 PM2s NO2, SO;.
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Fig3.29: Graph showing observed and forecasted values for
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Fig3.32: Graph showing observed and forecasted values for

SO..
SL. No | parameters R? value
1 Lead 0.89
2 NH: 0.912
3 PM2s 0.814
4 NOz 0.645
5 502 0.879

Table 3.6: Table showing R? values for the forecasted data.
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DISCUSSIONS

e Figures 4.23 to 4.27 shows the graphs of measured
vs predicted for the air quality parameters. The
graphs are plotted only for the best prediction
model, that is neuron that is giving the less error.

e From graphs it can observed that the predicted
values were very close to the observed pollutant
concentrations both in trend and pattern. It was
found that all the developed ANN prognostic
models perform absolutely well.

e Figures 3.28 to 3.32 shows the forecast of Lead,
NHs, PM1o, NO2, SO2 from 2019 to 2023. We can
observe that all the parameters are showing
increase in trend. The percentage increase in
values for Lead, NHs3, PM2s, NO2, SO are 1.14%,
22%, 15.4%, 1.4%, 36% respectively.

e The Table 4.6 shows the R? values for the
forecasted values, The closer the value is to one,
the better and more accurate is the prediction.

e The Air quality index values are calculated for
forecasted data, The AQI values are 95, 97, 102, for
2021, 2022, and 2023 respectively.

e The AQI values are showing increase in trend. The
AQI values for 2021 and 2022 falls under
satisfactory condition, for 2023 the AQI is 102 and
falls under moderate condition.

e The reason for increase in the concentration for
parameters may be increase in the number of
vehicles in the study area Mysore road as it is one
of the busiest roads in Bangalore as it connects
Bangalore to Mysore leading to more traffic
movement.

3.4 Swan Silk Pvt. Ltd ,Peenya

Monthly average of air quality parameters like Lead, NH3,
PMio, PM25, NO2, SO, are collected for the study area. The
parameter which has to be predicted is taken as dependent
variable, the other variables are taken as independent
variables. These dependent and independent variables are
taken as input in input layer. Different number of neurons
are taken in hidden layers like
2,4,5,6,7,8,9,10,12,14,16,24,32 for for identifying the best
performing model.
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Table 3.7 : Table showing errors for different number of
neurons for Swan Silk Pvt. Ltd ,Peenya
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From the table 4.7, it can be seen that different
parameters have achieved best result at different number
of neurons. Best prediction model for lead is obtained
when 2 number of neurons are used in the hidden layer
because of the lesser error rate having RMSE, MAE, RE,
0.2748, 0.2214, 17.484 respectively. NHz achieved its best
prediction model when used 6 number of hidden neurons
having RMSE, MAE, RE, 0.1848, 0.12, 48.3102 respectively
likewise NO; at 12 number of hidden neurons having error
rates RMSE, MAE, RE 0.2319, 0.16699, 37.115 respectively.
PM;5 at 16 number of hidden neurons having error rates
RMSE, MAE, RE 0.1076, 0.0769, 27.654 respectively. PM1o
at 4 number of hidden layers having RMSE, MAE, RE
0.17299, 0.1419, 95.043 respectively, and then SO, at 24
number of hidden neurons having RMSE, MAE, RE 0.2988,
0.2297, 12.22 respectively. we can conclude, to yield the
best prediction for the Neural Network (NN) This
architecture will yield the best result because of its lesser
error rate when compared to other hidden neuron layers.
The graphs of the Neural Network (NN) with best
prediction models that is with the least errors are shown
below.
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Fig3.33: Graph showing varation between measured and
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DISCUSSIONS

Figures 3.33 to 3.38 shows the graphs of measured
vs predicted for the air quality parameters. The
graphs are plotted only for the best prediction
model, that is neuron that is giving the less error.

From graphs we can observe that the measured
line and the predicted line indicates the least error
between the measured and predicted data leading
to best prediction model.

Figures 3.39 to 3.44 shows the forecast of Lead,
NH3, PM;y, NO2, SO from 2019 to 2023. We can
observe that all the parameters are showing
increase in trend. The percentage increase values
for Lead, NH3, PM1y PM3s, NO2 SO are 10.625%,
2.14%, 6%, 6.2%, 1.33% , 11.36% respectively.

The Table 3.8 shows the R2 values for the
forecasted values, The closer the value is to one, the
better and more accurate is the prediction.

The Air quality index values are calculated for
forecasted data, The AQI values are 87, 99, 105 for
2021, 2022, 2023 respectively.

The AQI values in the study area are showing
increase in trend because the study area
represents Industrial area with more number of
industries with more emissions.

CONCLUSIONS
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are used for forecasting. Forecasting has done for
five years from 2018 to 2023. The R? values for
Lead, NH3, PM25, NO2, SO; are 0.814, 0.714, 0.955,
0.855, 0.955, 0.953 respectively. The higher the
values of R?, or closest to 1, and the smallest the
errors, or closest to zero, the better the model.

For Export Promotional Industrial park IPTL, WF
road, AQI is calculated for the forecasted data for
2019 to 2023 that is 89, 55, 95, 107, 112 for 2019,
2020, 2021, 2022, 2023 respectively. The
measured AQI for 2018 is 86 and for 2019 is 56. It
can be observed the less error between the
measured and forecasted AQI for the the year
2018 and 2019. Which proves the effectiveness of
the model.

The prediction values for Central silk board, Hosur
road, with the least errors are used for forecasting.
Forecasting is done till 2023. The R2 values for
Lead, NH3, PMjo, NO2, SO, are 0.714, 0.654, 0.879,
0.659, 0.801 respectively. The higher the values of
R?, or closest to 1, and the smallest the errors, or
closest to zero, the better the model.

AQI is calculated for the forecasted data for 2019
to 2023 that is 99, 61, 121, 163, 201 for 2019,
2020, 2021, 2022, 2023 respectively. The
measured AQI for 2019 is 97 and for 2020 is 63. It
can be observed the less error between the
measured and forecasted AQI for the the year
2019 and 2020. Which proves the effectiveness of
the model.

For Amco Batteries Mysore Road, The figures
from 3.22 to 3.32 shows the forecasted values of
Lead, NH3, PM3s, NO3, SO, The R? values for Lead,
NH3, PMio, PM25, NO2, SO, are 0.89, 0.912, 0.814,
0.645, 0.879 respectively.

AQI is calculated for the forecasted data for 2019
to 2023 that is 90, 45, 95, 97, 102 for 2019, 2020,
2021, 2022, 2023 respectively. The measured AQI
for 2019 is 88 and for 2020 is 53. It can be
observed the less error between the measured and
forecasted AQI for the the year 2019 and 2020.
Which proves the effectiveness of the model.

For Swan Silk Pvt, Ltd, Peenya, The R2 values for
Lead, NH3, PMyy, PM25 NO,, S0, are 0.785, 0.936,
0.614, 0.729, 0.948, 0.814 respectively.

AQI is calculated for the forecasted data for 2019
to 2023 that is 73, 50, 87, 99, 105 for 2019, 2020,
2021, 2022, 2023 respectively. The measured AQI
for 2019 is 88 and for 2020 is 51. It can be
observed the less error between the measured and
forecasted AQI for the the year 2019 and 2020.
Which proves the effectiveness of the model.

ANN proves to be an effective model for the
purpose of Forecasting.
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AQI values are calculated for Forcasted data for the
study area, It can be observed that AQI values are
showing increase in trend for all stations and strict
actions should be taken to reduce the air pollution
in the study area.

This ANN based forecasting model is fast and less
resource intensive, and can be used for generation
of daily forecasts. The forecasts generated through
the demonstrated model can be used for scientific
purposes and also to take short term corrective
actions for air quality management in highly
polluted cities. The model can be replicated in
other cities after the required set up, optimization
and validation and become a very useful tool for
emergency planning and short term air quality
management.
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