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Abstract - Emotion detection has become one of biggest 
marketting strategies in which mood of  consumer plays an 
important role. So to detect  current emotion of person and 
suggest the appropriate product or help him accordingly, the 
demand of the product will be increased or the company.The 
Emotion detection is natural for humans but it is very difficult 
task for machines. In today's world detecting emotions is one 
of the most important marketting strategy. For this purpose 
we decided to do a project in which we could detect a person’s 
emotion just by their voice Using Deep and Convolutional 
Neural Networks for Accurate Emotion Classification on DEAP 
Dataset. 
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1.INTRODUCTION  

Speech emotion recognition(SER) is mostly beneficial for 
applications, which need human-computer interaction such 
as speech synthesis, customer service, education, forensics 
and medical analysis. Speech being a primary medium to 
pass information ,we humans can also understand the  
intensity and mood of the speaker by the speech data 
generated . Recognizing of emotional conditions in speech 
signals are so challengeable area for several  reasons. First 
issue of all speech emotion methods is select the best 
features, which will be powerful enough to distinguish 
between different emotions. The presence of various 
language, accent, sentences, speaking style, speakers also 
add another difficulty because these characteristics directly 
change most of the extracted features includes pitch, energy, 
etc. Speech emotion recognition is tough because emotions 
are subjective and annotating audio is challenging. The idea 
of creating this project was to build a machine learning 
model that could detect emotions from speech we have with 
us all the time. In this we have used librosa and MLP 
classifier, here librosa is used for analyzing audio and music. 
It has  flatter package layout, standardizes interfaces and 
names, backwards compatibility, modular functions, and 
readable code. The MLP-Classifier is used to classify the 
emotions from the given wave of learning rate to be 
adaptive. In this study we attempt to dettect underlying 
emotions in recorded speech by analysing the acoustic 
features of the audio data of  recordings. There are three 
classes of features in  speech namely, lexical , visual and 

acoustic features. The problem of speech emotion 
recognition can be solved by analysing one or more of these 
features. 

2. LITERATURE  SURVEY 

[1] Title: “A comparison of the discrete and dimensional 
models of the emotion in music“  

Author: TuomasEerola and Jonna K. Vuoskoski, Psychology 
of Music, 1-32, The Author(s) 2010.  

The primary aim of the present study is to contribute to the 
theoretical debate currently occupying music and emotion 
research by systematically comparing evaluations of 
perceived emotions using two different theoretical 
frameworks: the discrete emotion model, and dimensional 
model of affect. The importance of the comparison lies not 
only in the prevalence of these models in music and emotion 
studies, but also in the suggested neurological differences 
involved in emotion categorization and the evaluation of 
emotion dimensions, aswell as in the categorically 
constrained affect space the excerpts have represented to 
date. Moreover, the various alternative formulations of the 
dimensional model have not been investigated in music and 
emotion studies before. A secondary aim is to introduce a 
new, improved set of stimuli – consisting of unfamiliar, 
thoroughly tested and validated non-synthetic music 
excerpts – for the study of musicmediated emotions. 
Moreover, this set of stimuli should not only include the best 
examples of target emotions but also moderate examples 
that permit the study of more subtle variations in emotion.  

[2]  Title: DEAP: A Database for Emotion Analysis using 
Physiological Signals  

Author: Sander Koelstra, Student Member, IEEE, Christian 
M¨uhl, Mohammad Soleymani, Student Member, IEEE,Jong-
Seok Lee, Member, IEEE, Ashkan Yazdani, Touradj Ebrahimi, 
Member, IEEE,Thierry Pun, Member, IEEE, Anton Nijholt, 
Member, IEEE, Ioannis Patras, Member,IEEE.  

In this work, we have presented a database for the analysis 
of spontaneous emotions. The database contains 
physiological signals of 32 participants, where each 
participant watched and rated their emotional response to 
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40 music videos along the scales of arousal, valence, and 
dominance, as well as their liking of and familiarity with the 
videos. We presented a novel semiautomatic stimuli 
selection method using affective tags, which was validated 
by an analysis of the ratings participants gave during the 
experiment. Significant correlates were found between the 
participant ratings and EEG frequencies. Single-trial 
classification was performed for the scales of arousal, 
valence and liking using features extracted from the EEG, 
peripheral and MCA modalities. The results were shown to 
be significantly better than random classification. Finally, 
decision fusion of these results yielded a modest increase in 
the performance, indicating at least some complementarity 
to the modalities.The database is made publicly available 
and it is our hope that other researchers will try their 
methods and algorithms on this highly challenging database.  

3. METHODOLOGY  

In this the emotions in the speech are predicted using neural 
networks. Multi-Layer Perceptron Classifier (MLP Classifier) 
and RAVDESS(Rayerson Audio-Visual Database of 
Emotional Speech and Song dataset) are used. 

a)Database Description 

RAVDESS dataset has recordings of  24 actors, 12 male 
actors, and 12 female actors, the actors are numbered from 
01 to 24. The male actors are odd in number and female 
actors are even in number. The emotions contained in the 
dataset are as sad, happy, neural, angry, disgust, surprised, 
fearful and calm expressions. The dataset contains all 
expressions in three formats, those are: Only Audio, Audio-
Video and Only Video. Since our focus is on recognise 
emotions from speech, this model is trained on  Audio-only 
data.  

A  Multi-Layer perceptron(MLP) is a network made up of  
perceptron. It has an input layer that receives the input 
signal, an output layer that makes predictions or decisions 
for a given input, and the layers present in between the input 
and output layer is called  hidden  layer. In the proposed 
methodology for Speech Emotion Recognition, the MLP 
network will have one input  layer, 300,40,80,40 hidden 
layers and one output  layer. The hidden layers will be large 
numbers and  number of hidden layers can be changed as 
per requirements. 

b)Features 

The data was acquired directly from the group of  Audio files 
and they were transformed in 264 vectors of features. A 
wide range of possibilities exist for parametrically 
representing a speech signal and  its content  in a vector, 
with  intention to extract a relevant information from it. 

The learning process covers two steps as shown in Figure 1, 
the first step is a forward  processing of input data by the 

neurons that producesa forecasted output, the second step is 
the  adjustment of weights within  neuron layers, in order to 
minimize the errors of  forecasted solution compared with 
the correct output.  

 

Figure 1. Speech Emotion Recognition System 

SYSTEM DESIGN 

 

Figure 2. Block Diagram of the System 

The model is trained using several user speech input made 
by different actors. The audio data is analyzed and then its 
feature is extracted using Librosa library. In the above 
diagram the flow is shown. After extracting the features its 
labeled with appropriate label. The trained model is saved 
using pickle library and then loaded whenever its required. 
The prediction of emotion is done by taking the audio data 
from the microphone and preprocessing it i.e., extracting its 
features and feeding it to the model.The model willpredict 
the emotion output as it takes the input as shown in Figure 2. 
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RESULTS  

 

In this page superuser is created  so its starts development of  
server. 

 

By clicking to the start prediction button the voice is 
detected from the audio to predict the emotions. 

 

Emotion is Rcognized from the audio and detects emotion 
which will be displayed on the screen by extracting features 
such as tone, pitch, etc.  

 

Predicts the value and  Prediction Stopped. 

4. CONCLUSIONS 

The overall system  results how we can leverage Machine 
learning to obtain the ultimate emotions from audio data and 
some insights on the human expression of emotion through 
voice. This systems can be employed in a variety of setups 
like Call Centre for complaints or marketting, in voice-based 
virtual assistants or chatbots, in linguistic research, etc. 
Some of the possible steps that can be implemented to make 
the models strongly formed and accurate are the following: 

 An accurate implementation of the speed of the 
speaking can be explored to check if there is any error 
so it can resolve some of the deficiencies of the model. 

 Figuring out a way to clear aimless silence from the 
audio clip. 

 Exploring other acoustic properties of sound data to 
check their applicability in  domain of speech emotion 
recognition. 

 Following lexical features based approach towards SER 
and using an ensemble of the lexical and acoustic 
models, will improve accuracy of the system . 
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