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Abstract - Agriculture plays a vital role in Indian economy. 
Many factors do effect the growth of crops. Temperature, 
humidity, pH, rainfall, amount of potassium, nitrogen, 
phosphorous in soil all of these are the factors on which the 
yield depends. Many farmers have no idea about what crop to 
be grown in which area that will lead to maximum yield as 
well as profit. Hence in this paper we are going to explain how 
machine learning algorithm can be used to predict the crop 
which is best suitable for the area with specific temperature , 
humidity, pH , rainfall, and potassium , nitrogen , phosphorus 
levels in soil. Along with that we are also doing comparative 
analysis of different machine learning algorithms as to which 
algorithm gives us the highest accuracy. We have carried out 
the same experiment using different machine learning 
algorithms and then found which algorithm is best. 
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1.INTRODUCTION  
 
Agriculture plays a certainly important role in the economy 
of India. As the population of our country is increasing the 
need for food is also tremendously increasing [7]. Hence 
there is a huge need for proper growth of crops. Farmers 
must be able to get maximum yield and profit. So we can 
help farmers by suggesting which crop to be grown at what 
time so that it will give them the maximum yield. And very 
few farmers have knowledge about what temperature, 
humidity, amount of rainfall, pH in soil, potassium, 
phosphorous, nitrogen level in soil is best suitable for 
specific crop. What is the need to monitor potassium , 
phosphorus and nitrogen level in soil.   Potassium , 
phosphorus and nitrogen are the three primary 
macronutrients required for fortunate growth of crops[2]. 

The significant role of potassium in the growth of crop is to 
regulate the opening and closing of stomata, this in turn 
regulates the exchange of oxygen, water vapor and carbon 
dioxide. Potassium also helps to increase growth of root, 
improve drought resistance[1]. Deficiency of potassium will 
lead to following symptoms like brown scorching, curling of 
leaf tips, chlorosis which is yellowing between the leaf veins, 
plant growth, leaf, root, seed development will be 

reduced[1].The major role of phosphorus in crop growth is 
to help the plants to carry out photosynthesis[2]. 
Phosphorus deficiency in plants show following symptoms 
such as stunted growth, due to the accumulation of sugar 
fiber colors appear ranging from dark green to reddish 
purple[2]. The key role of nitrogen in crop growth is to 
provide energy for the plants to grow, produce fruits or 
vegetables. Lack of nitrogen leads to yellowing of the plants 
which is said to be chlorosis[3]. Hence all the three minerals 
play a vital role in crop growth. Different crop needs 
different amount of these three minerals. Hence while 
growing a specific crop the person has to take care of 
amount of these three minerals in soil along with other 
requirements like temperature, pH in soil, rainfall, humidity. 
So basically our project helps to predict the most suitable 
crop for specific area with certain temperature, humidity, 
pH, rainfall and three major mineral content in soil. From 
this the person can attain maximum yield and profit. 

1.1 SYSTEM DESIGN AND ANALYSIS 
 

The overall workflow has two parts . The first part consists 
of preprocessing and feature design, which are specific to 
data sources, and splitting data into training and test sets. 
The second part, focusing on machine learning, is 
independent of data sources. The data was split into training 
and test sets before designing features. Some data sources 
required feature design, others were directly used as 
features. Once we had features and labels, machine learning 
algorithms were trained and optimized on the training set 
and evaluated on the test set. Then the result is predicted for 
the unknown values and finally accuracy is calculated for all 

the algorithms. 



          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                Volume: 08 Issue: 07 | July 2021                 www.irjet.net                                                                      p-ISSN: 2395-0072 

 

© 2021, IRJET       |       Impact Factor value: 7.529       |       ISO 9001:2008 Certified Journal       |     Page 3139 
 

 
Fig-1:  Work flow of the project [4] 

2. METHODOLOGY 
 
The main agenda of this project is to recommend a crop 
which is best suitable for area with specific temperature in 
degree    celsius, humidity in percentage, pH value of the soil, 
rainfall in mm, and ratio of nitrogen , phosphorus ,potassium 
content in soil. The general procedure that we have followed 
has five steps. 

First step is collect statistical data. Second step is 
preprocessing [8] the data which involves data cleaning, 

dimensionality reduction. 

 
Fig-2: shows steps involved in data preprocessing [5] 

 
Then comes the third step which is building a model using 
suitable machine learning algorithms like logistic regression, 
naive bayes algorithm, k nearest neighbor algorithm, 
random forest algorithm, support vector machine algorithm .  

The fourth step is training the model. Fifth step is testing if 

our model is trained properly or not. 

 
Fig-3: flowchart of steps involved in implementation [6] 

The above steps are explained slightly in detail in the way we 
have implemented. First step is we have imported all the 
required packages. Second step is to input the statistical data 
which consists of descriptive features like temperature, 
humidity, pH, rainfall ,and  nitrogen , phosphorus, potassium 
levels in soil and also consists of target feature which is crop 
nothing but label . The dataset looks like the picture given 

below. 

Table-1: shows first fifteen columns of dataset 

 
The dataset we have taken is very balanced. In order to show 
this we implemented a graph of crop on x axis versus count 
of the crop on y axis which shows how balanced our dataset 
is. 

 

Fig-4: graph displaying count of crop 
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Since these descriptive features and target feature are all 
together we need to separate them. 

Hence the third step is to separate the descriptive and target 
features, where descriptive features act as input whereas 
target feature act as output. The model will be later trained 
to predict the target feature based on the specific pattern of 
descriptive feature. 

Fourth step is to split the data into train and test data , once 
we train the model later rest of the data which is reserved as 
test data can be used to evaluate if our model is trained 
perfectly or its facing problems like underfitting or 
overfitting. The problem underfitting arises due to reason 
such as insufficient data. It mainly occurs when the model is 
very simple with few features or highly regularized  and 
overfitting is caused when the model predicts right output 
only for the data we have trained, it predicts wrong output 
for the unseen data. 

In the next step we are supposed to create an object of 
specific algorithm. There are many algorithms in machine 
learning that can be used to train the model. In all the 
algorithms we must select an algorithm with highest 
accuracy. Hence when we used different machine learning 
algorithms [9] to train the model and then found accuracy of 
each model we noticed that for our dataset random forest 
algorithm and naive bayes algorithm are giving highest 
accuracy whereas logistic regression and support vector 
machine algorithm were giving comparatively lesser 
accuracy . The output appeared as shown in the image 

below. 

 
Fig-5:  accuracy of various algorithms executed in jupyter 

notebook 
 

Later we even implemented a graph for visualization. In the 
graph we can clearly notice that the accuracy of random 
forest and naive bayes algorithm are highest and the 
accuracy of  logistic regression  and support vector machine 
algorithm are less when compared with accuracy of other 
algorithms. Hence it is better to train our model  using 
random forest algorithm or naive bayes algorithm. The 
graph with accuracy on x axis and algorithms on y axis is as 

follows: 

 
Fig-6: graph representing comparison of accuracy 

Fifth step is to create an object of specific algorithm which 
will be used to train the model. 

Sixth step is to train the model using fit method. 

Seventh step is to check if the model is trained accurately or 
not with the help of predict method. This prediction is 
carried out on the test data. If the actual output and the 
predicted output are same then the model is trained suitably 
. 

Eighth step is to carry out evaluation by finding accuracy and 
confusion matrix. 

Since we found random forest algorithm is having suitable 
accuracy we concluded that training the model using random 
forest algorithm would be the best. Accuracy is a measure of 
how well our model is trained. It is a kind of evaluation. 
Confusion matrix is another method of evaluation. When we 
implemented the confusion matrix for the model trained 
using random forest algorithm we found that no much errors 

were there. 

 
Fig-7: confusion matrix plot 
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Only one label is wrongly predicted . Rest of the labels are 
predicted perfectly. 

Table-2:  output of random forest classifier 

 
     
Ninth step is visualization. We can even represent the data in 
the form of graph for better understanding. 

The main logic used here is , the relation between 
descriptive and target feature is found and then trained the 
model that for the descriptive feature with specific pattern 
this specific target feature must be predicted. Then 
accordingly when a new data is given based on the relation 
between descriptive and target feature the model predicts 
the output. We can even plot graph to check the correlation 
between label and other features. Label which is target 
feature on x axis and descriptive features on y axis. By 
observing this graph we get to know about how each 
descriptive feature is correlated to target feature. It basically 
shows which crop need what amount of descriptive features. 
The below graph with label on x axis and rainfall in mm on y 

axis shows how these two features are correlated. 

 
Fig-8: correlation between rainfall and various crops 

The below graph with label on x axis and pH in soil on y axis 
shows us which crop needs what amount of pH. 

 
Fig-9: correlation between pH and various crops 

The below graph with label on x axis and humidity in 
percentage on y axis shows us which crop needs what 
amount of humidity. 

 
Fig-10: correlation between humidity and various crops 

The below graph with label on x axis and temperature in 
degree Celsius on y axis shows us which crop needs what 

amount of temperature. 

 
Fig-11: correlation between temperature and various 

crops 

The below graph with label on x axis and ratio of potassium 
content in soil on y axis shows us how these two are 

correlated. 
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Fig-12: correlation between potassium content in soil and 

various crops 

The below graph with label on x axis and ratio of 
phosphorous content in soil on y axis shows which crop 
needs what amount of phosphorus. 

 

 
Fig-13: correlation between phosphorus content in soil 

and various crops 

The below graph with label on x axis and ratio on nitrogen 
content in soil on y axis shows us how these two are 

correlated. 

 
Fig-14: correlation between nitrogen content in soil and 

various crops 

If the model clearly understands the relation between 
descriptive features and target feature then the model is 

trained perfectly . Hence the model can now predict the 
output for different unseen data. Since our model was 
trained properly it was able to predict the right output for 
different data. Output was as shown in the figure below. 

 

Fig-15: prediction for unseen data 

RESULT 
 
We implemented about seven machine learning algorithms 
in the most efficient manner to recommend crop which gives 
maximum yield at specific conditions. We also plotted 
graphs to check the relation between label and other 
features. And we also plotted graph of algorithms with their 
accuracy.  In the graph we could notice that the accuracy of 
random forest and naive bayes algorithms are highest and 
the accuracy of  logistic regression  and support vector 
machine algorithm are less when compared with accuracy of 
other algorithms. We were able to train the model using 
different machine learning algorithms and hence the model 
can predict the crop which is best suitable for particular 
conditions of temperature, humidity, rainfall, pH , potassium, 
phosphorus, nitrogen levels in soil. 
 

3. CONCLUSIONS 
 
Our project can help many farmers in deciding which crop to 
be grown that will give them the maximum yield. In current 
system farmers are not connected with any technology and 
analysis. So there is a huge chance of loss of money. 
Sometimes wrong selection of crop will effect  their income. 
To reduce this we can develop a website, which will 
recommend crop . The prediction which the application will 
make will be more precise if several parameters are taken 
into consideration and the algorithm to be used for the 
prediction is supposed to be supervised learning algorithm 
so that there will be minor or no chance of error as the 
training is guided by the training model. In future we can 
further enhance this project by creating a smart chat bot 
using Artificial Intelligence and Natural language processing 
technologies. So the farmers need not know computer 
operation to predict the crop . We can include voice 
recognition in the smart chat bot so that the farmers who are 
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illiterate can also comfortably use this project. We can also 
include all regional languages so that farmers from any 
corner of our country could benefit from the project. 
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