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Abstract - Simulations employing climate-class IPCC 
(IPCC) models are vulnerable to failure or collapse due to 
several factors. Quantitative failure analysis can provide 
helpful insights to increase understanding and 
development of the models. We have experienced a series 
of simulations in the Parallel Ocean Program (POP2) 
component of the Community Climate System Model 
during uncertainty quantification (UQ) simulations for 
the analysis of the effectiveness of ocean model 
parameters on climatic simulation (CCSM4). For 
mathematical concerns, about 8.5percent of our CCSM4 
simulations have refused to merge POP2 parameter 
values. To measure and forecast the risk for failure based 
on 18 POP2 characteristics, we have utilized SVM 
classification. An SVM Classifier Committee quickly 
anticipated model failures for a separate validation unit, 
verified by the area below the functioning element of the 
receiver (ROC) metric (AUC>0.96). A global sensitivity 
analysis studied the causes of the simulation failures. 
Mixtures of 8 ocean blending indices and viscosity were 
the main reasons for failure, based on three distinct 
POP2 parameters. This may be exploited by adding 
correlations between the respective metrics to enhance 
POP2 and CCSM4. Our approach may also be applied in 
other complex geoscientific models for quantifying, 
preventing and understanding simulation crashes. 
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1.INTRODUCTION  
 
When forecasts and other geoscientific codes are complexed 
and UQ research becomes more widespread, simulation 
crashes caused by higher frequency parameters in these 
models are completely anticipated. Our error assessment 
system can assist in evaluating and analysing the 
consequences of crashes. When climate models and other 
geoscientific codes are complexed and UQ research becomes 
more common, simulation crashes caused by higher 
frequency parameters in these models are entirely 
anticipated. Our error assessment system can assist in 
measuring and diagnosing the reasons for crashes. The 
unbelievably complicated science and technology are new, 
three-dimensional global climate models. We have around 
one million lines of code and utilize hundreds to thousands 

of files, functions, and sub-25 scripts for tackling state 
equations and conservation laws in and between 
atmospheres, oceans, land, and other reservoirs among and 
between earth systems for flows of matter, heat, and energy 
(Washington and Parkinson, 2005). The cycles of interest in 
coal, nitrogen, sulphide, aerosols, ozone, greenhouse gases, 
or the other climate-related quantity are also modelled on 
the researchers using various biologic, chemical, geologic 
and anthropogenic system algorithms. To complicate this 
issue. Due to this enormous spectrum of scientific 
advantages, climate models are subject to various types of 
software design and implementation challenges. Climate 
models have been proposed in line with larger open source 
and agile technology initiatives. In order to identify climatic 
processes or sub-systems based on current best 
understanding, small groups of scientist’s designs, evaluate, 
and enhance modules. Its design modifications are applied to 
the climate coding model upstream and the procedure is 
repeated until model simulations duplicate the required 
features. Intensify the simulation output and result in 
substantial changes. 

2 Literature Survey 
 
2.1 Machine Learning Enhancement of Storm-Scale 

Ensemble Probabilistic Quantitative Precipitation 
Forecasts 

2.1.1 Introduction: 
Most flooding deaths are caused by flash floods, where 

waters rise and fall rapidly due to concentrated rainfall over 
a small area (Ashley and Ashley 2008). The first phase to 
anticipate flash flooding is [4] quantitative prediction of 
precipitation volume, location, and timing. Such statistical 
precipitation predictions are difficult due to the wide 
variation of precipitation amounts over small areas, the 
reliance of precipitation amounts on processes at a wide 
range of scales, and the dependence of extreme precipitation 
on any real precipitation. 

2.1.2Method: 
Random Forest: 
Random forest is an algorithm using trees as building 

blocks to create more efficient models of prediction. The 
algorithm takes a number of trees together. The splits will be 
based on a random number of predictors when constructing 
these decision trees, smaller than the number in the full set. 
Through limiting the number of predictors in each tree, the 
strong predictors do not crowd out weaker predictors, and 
the final outcome (the sum of the outcomes of each decision 
tree) of many uncorrelated trees will minimize predictive 
variance. The average final result will also be more accurate 
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than if all predictors were used, since a powerful predictor 
will not always be used. 

2.1.3Conclusion: 
To boost the calibration and ability of its probabilistic 

heavy precipitation forecasts, several machine learning 
algorithms were applied to the 2010 CAPS Storm Scale 

Ensemble Forecast (SSEF) model. Two forms of machine 
learning approaches are compared with both validation 
statistics and case study over a period from May 3 to June 18. 
Verification statistics showed that the entire machine 
learning methods improved the calibration of SSEF 
precipitation forecasts, but only the multiple predictor 
methods were able to better calibrate the models and more 
skilfully discriminate between light and heavy precipitation 
cases. Hourly quality varied with frequent storm cycles 
2.2) Machine learning Applied to Weather Forecasting 

2.21 Introduction: 
Weather forecasting is the job of projecting at a future 

time and location the state of the atmosphere. This has 
historically been achieved by physical simulations that 
model the environment as liquid. The current state of the 
atmosphere is measured, and the future state is determined 
by solving the fluid dynamics and thermodynamics 
equations numerically.[5] Nevertheless, the system of 
ordinary differential equations governing this physical 
model is unstable under disturbances, and fluctuations in the 
initial measurements of atmospheric conditions and an 
imperfect understanding of complex atmospheric processes 
limit the extent of accurate weather forecasts to a certain 
degree. 

2.22 Method: 
Linear regression: 
The algorithm used was linear regression, which as a 

linear combination of features seeks to predict high and low 
temperatures. Since linear regression cannot be used for 
classification data, the weather classification of each day was 
not used by this algorithm. As a result, for each of the past 
two days, only eight characteristics were used: maximum 
temperature, minimum temperature, mean humidity, and 
mean atmospheric pressure. 

2.23 Conclusion: 
Professional weather forecasting services have 

outperformed both linear regression and functional 
regression, although the disparity in their output has 
decreased significantly over later days, suggesting that our 
models that outperform professional ones over longer 
periods of time. Linear regression has been shown to be a 
higher bias, high variance model, whereas functional 
regression has been shown to be a low bias model. Linear 
regression is necessarily a high variance model as it is 
vulnerable to outliers, so collecting more data is one way to 
improve the linear regression model. How-5 functional 
regression was highly biased, suggesting that model 
selection was weak. 

2.3) Climate Learn: A machine-learning approach for 
climate prediction using network measures 
2.31 Introduction: 

Machine learning is a computer science division 
concerned with automatic identification from information 
(Mitchell, 1997) of (spatial-temporal) patterns. In the study 
of "big data," it has been widely used to analyse data 
syntactically and semantically. Essentially, this means an 
automated search for the best template, provided a specific 
task and information. A large number of algorithms have 
been developed for various tasks in which the method is 
borrowed from bio-inspired work on artificial intelligence 

2.3.2 Method: 
Genetic Programming: 
Genetic programming and genetic algorithms are a class of 

evolutionary algorithms with 170 concepts based on the 
theory of evolution of Charles Darwin (Darwin,1959). 
Darwin describes that in this masterpiece, given a 6 Goes. 
Model Dev. Reference, doi:10.5194/gmd-2015-273, 2016 
Manuscript for journal gecko under study. Model Dev. 
Posted: February 11, 2016 c Author(s) 2016. Licenses for 
CCBY 3.0. Population of people living in an environment, 
only a subset of them is properly equipped and thus has 
higher chances of survival and reproduction. Such beneficial 
genetic traits can be inherited by new generations and will 
gradually prevail within the population. 

2.3.3 Conclusion: 
The method we choose for the supervised learning is an 

artificial neural network (ANN) with a 3×3 layer structure (3 
neurons per layer). The training set is from 
May1949toJune2001 (80%ofT), the test set isfrom235 June 
2001 to March 2014 (20% of T). Similar to Ludescher et al. 
(2014), the prediction lead time τ is 12 months. Fig. 3a 
shows the classification results on the test set, where 1 stand 
for the occurrence of an El Nino event and ̃  0 means absence. 
The result is then filtered byeliminatingthe isolated and 
transient events, and by batching the adjacent events 
together. Fig. 3b then shows that our forecasting scheme 
gives accurate alarms 12months ahead fort heel Nino events 
in 2002, 2006 and 2009, and no alarm in 2004 

2.4) Analysis of Global Warming Using Machine 
Learning 

2.4.1 Introduction: 
The general scientific consensus is the warming of the 

Planet. The temperature has already risen by 0. 5 ° C over the 
past century. The "climate warming is unambiguous," the 
last decade being the warmest decade since 1850 However, 
if global warming actually takes place, and if it does, then if it 
is anthropogenic, there is still debate. A majority of people in 
the [6]US, about 51 percent, do not believe in anthropogenic 
climate change, 31 percent of these people say the warming 
is natural, and 20 percent say the warming is not happening. 
Since the United States is the only country in the UN that has 
not signed the Paris Agreement since 196, a commitment to 
combat climate change. 

2.4.2 Method: 
Support Vector Regression: 
Support vector machines, or SVM, are algorithms used to 

create regressions using hyper planes (a line in more than 3 
dimensions). The algorithm essentially tries to separate the 
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different data types using a hyper plane that has the largest 
margin in a multi-dimensional space between the groups. If 
there is a data point outside the margin, a penalty will be 
imposed if the hyper plane is really the best choice. SVM can 
use different kernels or different ways to find a high-
dimensional space for the hyper plane. Supporting 
regression of vectors (SVR) is an extension of this, creating a 
regression based on SVM principles. SVR also has a loss, as in 
other regressions. 

2.4.3 Conclusion: 
There is an upward trend in temperature, as is apparent 

from the first part of the test, correlating with the upward 
trend in CO2 concentration. From the study of the 
relationship between CO2 concentration and temperature, 
we further show that the rise in CO2 concentration induces 
the temperature increase. We then compared different 
machine learning algorithms to predict the temperature 
using three gas concentrations: CO2, CH4, and N2O. It is 
obvious that the most effective algorithm of the three 
evaluated is by far the random woods. It will become even 
more reliable by incorporating more features and more 
information to train it, and will become a useful model for 
temperature change. 

  
2.5) Weather Prediction Using data mining 

 
 2.5.1 Introduction: 
Weather forecasting is mainly concerned with the 

prediction of weather condition in the given future time. 
Weather forecasts provide critical information about future 
weather. There are various approaches available in weather 
forecasting, from relatively simple observation of the sky to 
highly complex computerized mathematical models. The 
prediction of weather condition is essential for various 
applications. Some of them are climate monitoring, drought 
detection, severe weather prediction, agriculture and 
production, planning in energy industry, aviation industry, 
communication, pollution dispersal, and so forth. In military 
operations, there is a considerable historical record of 
instances when weather conditions have altered the course 
of battles. Accurate prediction of weather conditions is a 
difficult task due to the dynamic nature of atmosphere. The 
weather condition at any instance may be represented by 
some variables. Out of those variables, one found that the 
most significant are being selected to be involved in the 
process of prediction. Credulous Bayes model for very huge 
informational collections is anything but difficult to 
construct and particularly helpful. Guileless Bayes is 
considered to beat even exceptionally advanced techniques 
[7] for arrangement alongside effortlessness. It's anything 
but a solitary calculation to prepare such classifiers, however 
a group of calculations dependent on a typical rule: all 
credulous Bayes classifiers reason that, given the class 
variable, the estimation of a specific element is free of the 
estimation of some other element. 

 
 

K- Medoids: 
The calculation of k-medoids is a bunching calculation like 

the calculation of k implies. Both the calculations k-means 
and k-medias are apportioned (the dataset is broken into 
gatherings). K-implies endeavours to limit the absolute 
squared mistake, while k-medoids limits the aggregate of the 
errors between focuses distinguished as 

being in a bunch and a point assigned as the focal point of 
that group. Not at all like the k-implies calculation, k-
medoids select information focuses as focuses (medoids or 
duplicates). 

2.5.2Conclusion: 
We infer that utilizing Data digging strategies for climate 

expectation yields great outcomes and can be considered as 
an option in contrast to conventional metrological 
methodologies. The examination portrays the abilities of 
different calculations in anticipating a few weeks her 
wonders, for example, temperature, precipitation and 
reasoned those significant systems like choice trees, 
bunching and relapse calculations are appropriate to foresee 
climate marvels. A correlation is made in this undertaking, 
which shows that choice trees and k-medoid grouping are 
most appropriate information digging procedure for this 
application. 

Conclusion: 
NetCDF is very popular and now globally accepted data 

representation format. NetCDF is a widely used file format in 
atmospheric and oceanic research [15]. Machine Learning 
technique is very well suited and effective for extracting 
knowledge in any application. Proposed system considered 
NetCDF and adds all the benefits of common data form in the 
system instead of other normal data forms. 

 

3. Methodologies 
 
Random forest is a foundational element approach used 

among trees to develop more effective prediction models. 
The algorithm combines many trees. When these decision 
trees are built, the divides are based on random predictor 
variables less than the total number in the entire collection. 
The strong predictors don't crowd weaker forecasters, 
limiting predictor numbers in each tree and limiting 
prediction variance in the outcome (the sum of results from 
each decision tree) of multiple uncorrelated trees. Also, the 
average end outcome is more accurate than if all predictors 
have been employed, as a strong predictor is not usually 
used. 

 
The technique employed was linear regression, which 

aims to forecast high and low temperatures as a proportional 
combination of traits. As linear regression cannot be utilized 
for classification data, this method did not use the weather 
categorization of every day. Therefore, just eight variables 
have been utilized for each of the last two days: maximal 
temperature, lowest temperature, means moisture, and 
mean air pressure. 
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SVMs are techniques used to produce regressions using 
hyperplanes support vector machines (a line in more than 3 
dimensions). This method effectively tries, with a 
hyperplane that has the maximum gap amongst groups in a 
multilateral space, to split the various data kinds. When a 
data point exists from outside the boundary, there is a 
charge if the hyperplane is the right choice. SVM may utilize 
several kernels or various techniques of finding a high-
dimensional hyperplane space. This is implemented to cover 
regression of vectors (SVR) and to generate a regression 
based on SVM. Like all other regressions, SVR also has a loss. 

 
The k-medoid analysis is bunching research like the k 

implies calculation. Both k-means and k-media computations 
are distributed (the dataset is broken into gatherings). K-
implies efforts to limit the squared error, whereas k-medoids 
restrict the combination of mistakes among focus groups 
that are identified as having a bunch and a point that is the 
focus of the group. Unlike computation fork-implies, k-
medoids pick the emphasis of input (medoids or duplicates) 

 
K-MEANS algorithm is a popular method for data mining 

cluster analysis. It is a divided method of clustering. 
Centroids are connected to each cluster. The cluster with the 
nearest centroid is allocated to each location. There must be 
several clusters K. The first central sare is frequently 
selected randomly. The generated clusters differ between 
runs. The centroid is the subject of the points in the cluster. 
In the first few repetitions, most of the convergence takes 
place. It can process massive sets of information. The 
number of clusters is indicated by in K-MEANS algorithm K. 
The main purpose is to estimate a new instance's cluster 
participation. 

 
SL is a learning machine that is more supervised and first 

discovers a mapping of inputs and outputs from a training 
dataset and then predicts the inputs that were never 
observed during training. Controlled education is based on 
data such as categorization and reversal. 

 
What usually happens is the basis of UL. The capacity of 

the brain to recognize patterns inspires UL. The most 
significant type of UL is clustering. It works with data not 
pre-classified in any manner and does not require any kind 
of supervision throughout the process of its development. K-
means clustering is the most famous case of clustering 
techniques. The proper findings during the training were not 
supplied in the UL model. To cluster data, UL employs 
statistical characteristics. UL is normally utilized when the 
vast majority of variables were included in data sets. This is 
the latest machine learning approach since most large 
datasets have no labels. 

 
The fundamental principle of the Bayesian networks 

(BNs) is to recreate among a collection of variables in a 
graphically (a directed acyclic graph) which is easier to grasp 
and observe the most significant relationships and 

indigenous factors. Take the set of climate stations into 
consideration. 

 
Genetics and algorithms are evolving classes of 

algorithms, based on Charles Darwin's evolution theory, 
containing 170 ideas The community of individuals who live 
in a region is only adequately equipped with a subset of 
them and so is more likely to survive and reproduce. Such 
useful genetic features can be acquired by future generations 
and progressively prevail in the population 

 

 
4. CONCLUSIONS 
 
During Latin hypercube ensemble simulations, we observed 
a sequence of code failures that sampled 18 sea mixing and 
viscosity variables in the CCSM4 component POP2. For 
numerical reasons, there were crashes with five distinct 
parameter value configurations, which we assume are 
related to numerical conditions that were stated in the 
model. We utilize simulations as a binary problem (i.e., fail, 
succeed) and the machine-learning categorization to 
quantify the probability for failure concerning the 18 model 
parameters, provided no specific information or physical 
insight on the unique nature of crashes. A data collection 
including just 32 fault cases from 360 simulations is trained 
and confirmed by an effective way of separating 180 
simulations using useful statistical classification systems 

 
5. Future Work 
 
Probabilistic networks have been introduced and apply to 
local weather projections and downscaling. The preliminary 
findings show just how such models can be created and how 
they may be used for deduction (obtaining conditional 
probabilities of nodes given some evidence). Further study is 
still needed to determine the realistic operational efficiency 
of these models. At now, we are modifying already available 
learning algorithms to deal with this particular situation. 
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