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Abstract – Supervised Learning is a prominent task of 
machine learning which maps inputs to corresponding 
outputs. Regression is one such supervised learning 
technique that models a relationship between independent 
and dependent variables. Given that regression is a powerful 
machine learning technique used to make predictions, 
different regression models can be made use of – Linear 
Regression, Ridge Regression, Support Vector Regression, 
Lasso Regression, and Polynomial Regression being 
prominent ones. This paper aims to implement these models 
and evaluate the predictions based on certain metrics such 
as Mean Squared Error (MSE), Root Mean Squared Error 
(RMSE), Mean Absolute Error (MEA), R2, and Adjusted R2.  
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I. INTRODUCTION 
 
Artificial Intelligence and Machine Learning is in action for 
a long time now. Sir Alan Turing in his paper [1] first asked 
the question “Can a machine think?”. In [1] Sir Alan Turing 
has defined this question in the form of an Imitation Game. 
In the year 1959, a pioneer in the field of computer gaming 
and AI, Arthur Samuel, coined the term “Machine 
Learning”. Artificial Intelligence allows systems to solve 
problems or make a decision like human beings. Artificial 
Intelligence provides the systems with human-like 
cognitive capacity. Machine learning is one of the branches 
of Artificial Intelligence that gives the machines to learn 
and improve from experience without having to be 
explicitly programmed. The main aim of machine learning 
is to reduce the number of human interventions required 
to perform menial tasks. Machine Learning is categorized 
into three types – Supervised Learning, Unsupervised 
Learning, and Reinforced Learning. Machine Learning has a 
broad scope and range of applications such as Image 
Recognition, Speech Recognition, Online fraud detection, 
self-driving cars, and so on.  
 
Supervised Learning is one of the machine learning types 
in which the machines are trained using labeled data. That 
is, in supervised learning, the learning machines are 
provided with the input as well as the correct target 
output. The supervised learning algorithm is expected to 
generate a mapping function that maps the input 
variable(s) to the output variable [2]. How does this work? 

The models in the supervised learning learn about the data 
which is called training. Once training is completed, the 
model is tested against the testing data (this is the unseen 
data for which the output is not known) and the 
predictions for the test data are obtained. There are two 
types of supervised learning techniques – Regression and 
Classification. 
 
Regression is one of the supervised learning techniques 
that is used for the prediction of continuous data. The 
regression technique is used to model relationships 
between dependent and independent variables and 
produce a line of best fit. That is regression is a statistical 
method that is used in many disciplines including finance 
and healthcare that is used to determine the strength and 
the character of the relationship between the dependent 
and independent variables. Unlike classification problems, 
in regression, the output or projected features are 
continuous [3].  
 
The following diagram provides how each of these topics, 
i.e., Artificial Intelligence, Machine Learning, and 
Supervised learning fall into each other. 
 

 

Figure 1: Concept Flow  



          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                Volume: 08 Issue: 09 | Sep 2021                 www.irjet.net                                                                       p-ISSN: 2395-0072 

 

© 2021, IRJET       |       Impact Factor value: 7.529       |       ISO 9001:2008 Certified Journal       |     Page 854 
 

Regression is of many types, the ones discussed in this 
paper include - Linear Regression, Lasso Regression, 
Support Vector Regression, Ridge Regression, Polynomial 
Regression. 
 
In this paper, we have evaluated these models against 
certain metrics. These are Mean Squared Error (MSE), Root 
Mean Squared Error (RMSE), Mean Absolute Error (MEA), 
R2, and Adjusted R2. 
 
Mean Squared Error (MSE) – Mean Squared Error which is 
also called the Mean Squared Deviation is the squared 
difference between the actual values and the predicted 
values. That is MSE tells us how close the line of best fit is 
to the set of points. MSE is always a positive value. The 
square is taken to eliminate negative signs. The closer the 
MSE is to 0, the more accurate is the prediction.  
 
The formula for Mean Squared Error is given as: 
 

 
MSE – Mean Squared Error 
n – Number of predictions 

 – Observed values 

 – Predicted values  

 
Root Mean Squared Error (RMSE) – The Root Mean Squared 
error which is also called the Root Mean Squared Deviation 
is the square root of the mean of squares of all the errors 
[4]. In other words, the RMSE is simply the Standard 
deviation of the errors. RMSE again tells us how close the 
line of best fit is to the set of points. 

 
The formula for RMSE is given as: 
 

 
RMSE – Root Mean Squared Error 
n – Number of predictions 

 – Observed values 

 – Predicted values  

 
Mean Absolute Error (MAE) – The Mean Absolute error 
which is also called the Mean Absolute deviation provides 
us the average of the absolute difference between the 
observed value and the predicted values. The difference 
between the MAE and MSE is that MAE takes the absolute 
difference between the predicted values and the observed 
values whereas the MSE takes the squared difference.  
 
 

 

The formula for MAE is given as: 
 

 
MAE – Mean Absolute Error 
n – Number of predictions 

 – Observed values 

 – Predicted values  

 
R-Squared (R2) – R2 is called the coefficient of 
Determination. R-Squared determines the proportion of 
variance in the dependent variable that can be explained 
by the independent variables. R-squared provides us with 
the goodness of fit (the extent to which the observed values 
match the predicted values) for the regression model.  
 

 
 

SSR – Sum of Squares of residuals 
TSS – Total Sum of Squares  

 
Adjusted R-Squared – Adjusted R-Squared or Adjusted R2 

also provides the goodness of fit like R2. The difference is 
that the Adjusted R-Squared is adjusted for the number of 
predictors for the model. The value of the Adjusted R-
Squared will decrease with the increase in the number of 
irrelevant variables.  

 
The formula for Adjusted R-Squared is given as: 

 

 
 

 – R-Squared 

p – Number of predictors 
N – Total number of samples 
 
These metrics are available in the sklearn library which is a 
Machine Learning library in Python.  
 
The dataset being used for this comparative study is the 
house sale prices for King County, which includes Seattle. 
The dataset includes the houses sold between May 2014 to 
May 2015. The dataset is a no copyright dataset that can be 
downloaded from Kaggle. 
 
The dataset comprises 21 columns, which includes the date 
– which is the id, date of sale, number of bedrooms, 
number of bathrooms, and so on. Out of these, the variable 
for which we have to perform prediction is the price – the 
price of the house. 
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Figure 2a: Dataset 
 

 
Figure 2b: Dataset Continued 

 

 
Figure 2c: Dataset Continued 

 

 
Figure 2d: Dataset continued 

 
To understand the correlation between the variables of the 
dataset, let us consider the following heatmap. 
 

 
Figure 3: Heatmap showing correlation between 

variables 
 
The paper presents a comparative assessment or 
evaluation of the different regression models based on the 
above metrics for this dataset. 
 
II. LITERATURE SURVEY 

In [5] Serkan ETİ et al have presented a study, comparing 
the regression models explaining the profitability base on 
financial data. They have made use of and evaluated 
multiple linear regression and logistic regression. From 
their study, they concluded that the multiple linear 
regression model returned an R2 value of 0.912 and 
Logistic regression returned an R2 value of 0.47 and 
multiple linear regression gave a better performance. They 
concluded that the optimal model must be selected based 
on the purpose of the analysis.  
 
In [6] Mohan S Acharya et al have provided a comparative 
study of regression models to predict graduate admissions. 
They have compared different regression algorithms such 
as Linear Regression, SVR (Support Vector Regression), 
Decision   Trees Regression, and   Random   Forest 
Regression, for the given profile of the student. To select 
the best model, they have computed the error functions for 
these models and compared their performance. They 
concluded that Linear regression performed best on their 
dataset with a low Mean Squared Error value and a high R2 
value.   
 
In [7] J.García-Gutiérrez et al have proposed a comparison 
of machine learning regression algorithms for the LiDAR-
derived estimation of forest variables. In this paper, they 
have compared the classic Multiple Linear Regression with 
regression techniques in machine learning (such as neural 
networks, SVMs, nearest neighbor, and ensemble methods 
such as random forests) with emphasis on regression trees. 
They concluded that Support Vector Regression with 
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kernels outperforms the other techniques statistically. 
Also, it was found that the machine learning techniques 
outperformed the classic MLR technique. 

 
In [8] Gursev Pirge has presented a comparative 
study of regression analysis algorithms. The author 
has evaluated the algorithms based on the metrics 
such as MAE, MSE, RMSE, and R-squared methods. 
The author has compared 5 different regression 
algorithms such as the Linear Regression, Lasso 
Regression, Ridge Regression, Random Forest 
Regression, and XGBOOST Regression. From this 
study, the author concluded that the best results were 
obtained using the XGBoost algorithm, which was 
followed by the Random Forest method. He also 
concluded that the findings of the linear, Lasso, and 
Ridge regression methods were quite similar. 
 
III. METHODOLOGY 

 
Initially, we divide the dataset into testing and training 
data. Training data is used to allow the machines to learn 
and the testing data is used to test the model. We can do so 
using sklearn’s train_test_spilt.  Once the data is divided 
into testing and training data, we can fit these values to the 
different regression algorithms and perform predictions. 
As discussed in the earlier section, we evaluate the 
performance based on metrics such as MSE, RMSE, MAE, R2, 
and Adjusted R2. 
 
1. Linear Regression  
Linear regression is a linear procedure to model the 
relationship between a dependent variable and an 
independent variable. The relationship obtained will be 
linear. That is the equation obtained from a linear 
regression model will be of the form y = mx +c. The 
regression lines are of two types a positive regression line 
that is obtained when y increases with increase in x and a 
negative regression line that is obtained when y decreases 
with increase in x. 
 
There are two types of linear regression depending on the 
number of independent variables being used.  

 When the number of independent variables is one 
we call this a simple linear regression. In this case, 
the formula is of the form  

 
Where y is the dependent variable, x is the 
independent variable,  is the y-intercept and  

is the regression coefficient representing the 
change in y with respect to the change in x also 
called the slope. 

 When there is more than one independent 
variable this type of linear regression is called the 

multiple linear regression. In this case, the 
formula is given as 

 
 
Where y is the dependent variable, x1, x2… xi are 
the independent variables,  is the y-intercept 

and  is the regression coefficient representing 

the change in y with respect to the change in xi. 
 

In [9] Khushbu Kumari et al have presented the basic 
concepts of linear regression and how linear regression 
can be implemented using SPSS and Excel. According to the 
authors linear regression is important for two main 
reasons – one, it helps in examining the strength of 
association or relationship between a dependent and 
independent variable, and two because it adjusts for the 
effects of the confounders or the covariates. In this paper 
the authors have also provided the assumptions for linear 
regression and examples to illustrate Linear Regression. 
 
For our application, we make use of multiple linear 
regression. We predict the price attribute against the other 
independent attributes. Let us consider the plot of actual 
values and predicted values. This plot will tell us how close 
the two values were. 
 

 
Figure 5: Plot of actual and predicted values for Linear 

Regression 
 
The values for various metrics are charted down in the 
following table. 
 

Metric Value 

MSE 45563379684.940384 

RMSE 213455.80264996403 

MAE 123832.69104834474 

R2 0.6846362760787215 

Adjusted R2 0.6838383358157776 

Table 1: Metrics for Linear Regression 



          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                Volume: 08 Issue: 09 | Sep 2021                 www.irjet.net                                                                       p-ISSN: 2395-0072 

 

© 2021, IRJET       |       Impact Factor value: 7.529       |       ISO 9001:2008 Certified Journal       |     Page 857 
 

2. Ridge Regression 
Ridge regression is used to overcome the problem of 
overfitting. Overfitting happens when the model has higher 
or better performance with the training dataset and poor 
performance with the testing dataset. In [10] Xue Ying has 
given an overview of overfitting from the perspective of 
their causes and methods to solve this. The author has 
explained 4 major strategies - early-stopping, network-
reduction, data-expansion, and regularization. Ridge 
regression makes use of L2 regularization. 
 
 Ridge regression penalizes those features that have higher 
slopes, that is we add a penalty to the square of the 
magnitude of coefficients, to reduce the cost function. 
 
Ridge regression is a model tuning technique using which 
L2 regularization can be performed.  
  
The mathematical for ridge regression is given as: 

 
 
Here,  is the penalty and m denotes the magnitude of the 

coefficient or the slope. The value of  should always be 

greater than 0. That is . 

 
Following results were obtained when we made use of 
Ridge Regression as the model for prediction for our 
dataset. 
 

 
Figure 6: Plot of actual and predicted values for Ridge 

Regression 
 

Metric Value 

MSE 45554694203.61722 

RMSE 213435.45676296903 

MAE 123807.43082224767 

R2 0.6846963920260691 

Adjusted R2 0.6838986038698236 

 
Table 2: Metrics for Ridge Regression 

 
3. Lasso Regression 
The aim of using Lasso regression is somewhat similar to 
that of Ridge regression, that is to reduce overfitting. 
However, additionally, Lasso regression also solves the 
purpose of feature selection. Lasso regression makes use of 
L1 Regularization and is specially used when there is more 
number of features. L1 regularisation adds a penalty 
proportional to the absolute value of the coefficient's 
magnitude. The formula is given as: 
 

 
 
Here again,  is the penalty and m denotes the magnitude 

of the coefficient or the slope. The value of  should always 

be greater than 0. That is . 

 
Following results were obtained when we made use of 
Lasso Regression as the model for prediction for our 
dataset. 
 

 
Figure 7: Plot of actual and predicted values for Lasso 

Regression 
 

Metric Value 

MSE 45563226388.53266 

RMSE 213455.44356734655 

MAE 123831.67538767449 
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R2 0.6846373371090124 

Adjusted R2 0.6838393995307108 

 
Table 3: Metrics for Lasso Regression 

 
4. Support Vector Regression 
The Support Vector Regression is based on the concept of 
Support Vector Machines. The Support Vector Machines 
are supervised Learning algorithms that are used to 
perform classification. They make use of a hyperplane to fit 
or map the dependent and independent variables. The 
concept behind SVR is to compute a linear regression 
function in a high-dimensional feature space where the 
input data are mapped using a nonlinear function [11]. 
 
SVR or Support Vector Regression is based on the principle 
of SVMs and aims at finding the line of best fit for the given 
data. Here, the hyperplane serves as the line of best fit. A 
mathematical function, called the kernel is made use for 
transforming the data into the required from and the 
boundaries are draw at ε distance which defines the 
margin between the data points.   
 
Following results were obtained when we made use of 
Support Vector Regression as the model for prediction for 
our dataset. 

 
Figure 8: Plot of actual and predicted values for Support 

Vector Regression 
 

Metric Value 

MSE 152589483778.5077 

RMSE 390627.039231167 

MAE 223235.2604451575 

R2 -0.05613736663877744 

Adjusted R2 -0.05880962874160267 

 
Table 4: Metrics for Support Vector Regression 

 
5. Polynomial Regression 
Polynomial Regression can be considered as one of the 
cases of linear regression. In this method the relationship 
between the dependent and the independent variable is 

modelled as a nth degree polynomial. Even though the 
polynomial regression allows for non-linear 
relationship it is still considered under linear 
regression. In polynomial regression the original 
characteristics are transformed into Polynomial 
features of the desired degree (2,3,...,n) and then 
modelled using a linear model. The formula for 
polynomial regression is given as: 

 
 
Here,  is the y intercept,  are the 

magnitude of coefficients. 
 
Following results were obtained when we made use of 
Polynomial Regression as the model for prediction for our 
dataset. 
 

 
Figure 9: Plot of actual and predicted values for 

Polynomial Regression 
 

Metric Value 

MSE 25935368489.23436 

RMSE 161044.616455299 

MAE 99958.6195001264 

R2 0.8204901733674757 

Adjusted 
R2 

0.8200359736374524 

 
Table 4: Metrics for Polynomial Regression 
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IV. COMPARISION 

In this section let us compare the performance of each of 
the regression algorithms that we have used to conclude 
which algorithm performed well. Support Vector 
regression had the highest value hence the model did not 
perform well for the dataset. 
 
Based on MSE – We know that lesser the MSE, better is the 
accuracy. The following graph shows the MSE values of 
each of the models.  
 

 

Figure 10: Comparison of MSE 
 

From the graph we can conclude that Polynomial 
Regression has the least MSE Value, hence it performed 
well. 
 
Based on RMSE – We know that lesser the RMSE, better is 
the accuracy. The following graph shows the RMSE values 
of each of the models. 
 

 

Figure 11: Comparison of RMSE 
 

From the graph we can conclude that Polynomial 
Regression has the least RMSE Value, hence it performed 
well. Support Vector regression had the highest value 
hence the model did not perform well for the dataset. 

Based on MAE – We know that lesser the MAE, better is the 
accuracy. The following graph shows the MAE values of 
each of the models. 

 

Figure 12: Comparison of MAE 
 
From the graph we can conclude that Polynomial 
Regression has the least MAE Value, hence it performed 
well. Support Vector regression had the highest value 
hence the model did not perform well for the dataset. 

Based on R2 - We know that higher the R2, better is the 
accuracy. The following graph shows the R2 values of each 
of the models. 

 

Figure 13: Comparison of R2 
 

From the graph we can conclude that Polynomial 
Regression has the highest R2 Value, hence it performed 
well. Support Vector regression had the least value hence 
the model did not perform well for the dataset. 

Based on Adjusted R2 - We know that higher the adjusted 
R2, better is the accuracy. The following graph shows the R2 
values of each of the models. 
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Figure 14: Comparison of Adjusted R2 

 
From the graph we can conclude that Polynomial 
Regression has the highest Adjusted R2 Value, hence it 
performed well. Support Vector regression had the least 
value hence the model did not perform well for the dataset. 

V. CONCLUSION 

The main aim of this paper was to compare and assess the 
different regression models based on the model evaluation 
metrics. The dataset used was the house sale prices for 
King County, which includes Seattle. From the study we 
were able to explore the different regression algorithms 
such as the Linear regression (Multiple Linear Regression), 
Ridge Regression, Lasso Regression, Support Vector 
Regression and the Polynomial Regression, and applied 
these algorithms on the dataset. The study was performed 
in a python environment and the models were obtained 
from the scikit learn library.  

From this study, on our dataset, polynomial regression 
performed the best with around 80% R2 score. On the 
contrary Support Vector Regression performed the least.  

However, the choice of regression algorithm should be 
based on the type of data being considered, the distribution 
of the data and the parameters under considerations. 
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