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Abstract - Convolutional neural networks (CNNs) are 
prominent toolkits of machine learning, which have proven to 
be very efficient in the fields of image and sound recognition. 
Bird audio detection aims to detect whether there is a bird 
sound in an audio recording or not. Many birds are preferably 
detected by their sounds, and thus, passive acoustic 
monitoring is appropriate. A lot of things can be represented 
as images, which implies that an image recognizer can learn 
to complete many tasks, in this case, a sound can be converted 
to a spectrogram. A spectrogram is basically the visual 
representation of the signal strength/loudness, of a particular 
signal over time at different ranges of frequencies present in a 
specific waveform. In this paper, birds' audio is detected using 
Convolutional Neural Network and Transfer Learning. 
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1.INTRODUCTION 

In the past few years, algorithmic sound recognition has 
relished a constant increase in interest. The acceptance of 
deep learning and the numerous types of neural networks 
have furnished a new under-explored mechanism of 
advancing such classification problems. 

Detection of bird sounds in audio is one of the most 
important tasks for automatic wildlife monitoring. The 
present generation of software tools requires manual work 
from the user: to choose the algorithm, to set the settings, 
and to post-process the results. 

An increasing effort over the past few years for monitoring 
vocalizing species has been a valid indicator of biodiversity. 
Monitoring avian populations in their habitats is one of such 
efforts since birds are good ecological indicators of 
environmental changes. 
 
Resnet34 is basically a 34-layer convolutional neural 
network that can be used as a state-of-the-art image 
classification model. The Resnet models we use have been 
pre-trained on the ImageNet dataset, which contains 
100,000 images across 200 classes. 
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We use a process called Transfer Learning, in which we start 
our model from the pre-trained checkpoint and fine-tune our 
Resnet model from this base state. 
 
We made use of fastai, a free open-source library for deep 
learning. This library is built on top of PyTorch, and it 
provides APIs to the important deep learning applications as 
well as data types.   
 
This paper is organized as follows:  
 

1.1 Related Work 
 

Provides information about the concerning related work 
with required data. 

 

1.2 Methodology 
 

This section, describes data and methods for bird sound 
detection using the graphs for better understanding of the 
methodology. 

 

1.3 Result and Discussion 
 
     Elucidates the experimental results and discussions of 

the model. 

 

1.4 Conclusion 

      This section concludes the paper finally. 

2. RELATED WORK 

CNN can act as a feature extractor which is proven to be 
superior in many classification tasks. The visual 
representation of audio in the form of the spectrogram is 
very popular as an input feature as it contains many 
channels of information such as channel, environment, and 
so on. State-of-the-art results can be obtained only if the 
hyperparameters of the CNNs are carefully tuned [1]. 

Deep CNN architectures perform better as compared to the 
standard CNN model [2,3]. In the past variety of CNN 
architectures have been tested for bird audio detection. We 
make use of the pre-trained Resnet34 architecture to easily 
build a classifier in fastai which achieves an accuracy of 
88.43%. 

3. METHODOLOGY 

3.1 Datasets - We used the dataset which comes from a UK 
bird-sound crowdsourcing research spinout called Warblr. 
From this initiative, we found 10,000 ten-second 
smartphone audio recordings from around the UK. The total 
audio duration is about 44 hours. The audio covers a wide 

distribution of UK locations and environments. Warblr 
automatically recognizes British birds by their song. 

 

3.2 Methodology - We take the 10-second audio clip and 

obtain the MelSpectrogram, which depicts the acoustic time-

frequency representation of sound. The power spectral 

density P (f, t), is sampled into several points around equally 

spaced times ti and frequencies fj on a Mel frequency scale.  

The Mel frequency scale is defined as follows: 

Mel = 2595 * log10 (1 + hertz / 700) 

and the inverse of it is:  

hertz = 700 * (10.0mel / 2595.0 - 1). 
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We resize each of the spectrograms to the size (120, 800) by 

cropping them using the DataBlock API of fastai to quickly 

build a DataLoader and assign a label of 1 or 0 according to 

the presence of the birds singing sound as provided by the 

CSV file provided along with the dataset. We normalize the 

spectrogram images using batch transformation by making 

use of the GPU. 

 

The dataset is randomly split into training and validation set 

by 80% and 20% respectively. We make use of the pre-

trained ResNet34 weights which is fine tuned as best as 

possible. We make use of the Learning rate finder to make 

sure we have the right learning rate, whose basic idea is to 

start with a very small learning rate for one mini batch and 

find what the loses are later on, then we double it each time 

and use another mini batch and make note of the loss until 

the loss gets worse. It is advisable to take the last point 

where the loss was clearly decreasing. This brilliant idea was 

proposed by the researcher Leslie Smith.  

We fine-tune our model with the learning rate which we just 

found using the learning rate finder. We know that the 

Convolutional Neural Network consists of many layers, of 

which the final layer uses a matrix with enough columns 

such that the output size is the same as the number of classes 

in our model. 

The final layer is specifically designed to classify the 

categories in an original pre-trained dataset. This final layer 

is of no use for us, so when we do the transfer learning, we 

remove it and replace it with a linear layer that has two 

activations. 

This newly added layer contains random weights but the 

other layers have been carefully trained for image 

classification, so it trains the randomly added layers for one 

epoch with all other layers frozen, then unfreezes all of the 

layers for two epochs. 

 

As you can see the training loss keeps getting better and 

better and eventually the validation loss slows down, if we 

continue further it may start to overfit so, we stop the 

training after two epochs but, what matters, in the end, is the 

accuracy or the chosen matric and not the loss. 

4. RESULTS AND DISCUSSION 

Now let's see the mistakes the model is making creating a 
confusion matrix. The rows represent the presence and 
absence of the bird sounds, while the columns represent the 
predicted output of the model and the diagonal of the matric 
depicts the outputs which were correctly classified. The off-
diagonal cells represent those that were classified 
incorrectly. 
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Our proposed model obtained an accuracy of 88.43% and we 
assume that the model's performance can be improvised 
further by including more non-bird audios in the dataset. 

5. Conclusion and Future Scope 

By using Transfer Learning, it is much easier to build state-of-
the-art Deep Learning models without the need for many 
GPUs and large datasets. We can make use of libraries like 
fastai to quickly build useful models and deploy them in real 
life. 

The future scope includes: 

[1] We propose that the model's performance can be 
improvised further by including more non-bird audios in the 
dataset. 

[2] The creation of an android application will practically be 
more useful to the users. 
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