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Abstract - The VM placement problem has been studied 
widely based on various metrics like migration cost, 
communication cost, traffic rate in order to provide 
optimization in terms of network traffic, energy consumption 
and resource management etc. The cost between any two 
communicating VMs is defined as the number of networking 
devices (e.g., switches) on the end- to-end routing path of the 
VM pair between the source machine and the destination 
machine. The proposed AVM approach exploits a meta-
heuristic optimization algorithm for VM placement and 
migration problem. The system proposes an advancement in 
the existing algorithm by reducing the search space and time 
required to find an optimal VM placement solution as it 
imposes non-randomness in the selection of initial population.  
Furthermore, mutation between the traffic aware and 
communication cost aware VM placement patterns ensures 
offspring that reduce the communication cost for VMs to reach 
the destination. In this system some communication-sensitive 
applications that involve frequent access to the links are 
identified to have an affinity or likeliness, and hence follows 
co-location VM placement pattern ensuring the resource 
availability constraint. So, the aim of this system is to group 
the VMs based on their affinity metrics like traffic rate and 
communication cost. By implementing this work, the 
communication cost is reduced by 15%. The execution time of 
the system has also reduced when compared to the existing 
genetic algorithm. 
 
Cloud Computing delivers enormous number of services to the 
users with unlimited scalable and reliable computing 
resources in a pay-as-you-go basis. Many organizations have 
setup their public cloud and other enterprises have set up their 
private clouds managed by frameworks like Open Stack, Open 
Nebula, VMware vCloud and Cloud-Stack [1]. The strategy for 
the selection of VM is a key step of multi-VM resource 
adjustment in a single physical machine (PM). Finding an 
optimal solution in polynomial time is not feasible since VM 
migration and server consolidation problems are mostly NP-
complete optimization problems. 
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1. INTRODUCTION 
 

Genetic algorithms aim to find an approximation solution 
through multiple iterations, which are good methods for 
solving NP-complete problems. Hence, they can be efficiently 
used for the VM migration and server consolidation 
problems. The Traditional Genetic Algorithm does not 
evaluate or filter the initial population [2]. The search space 
and time to find the optimal placement pattern is higher if 
the initial population is not filtered. Hence, we use the 
affinity between the virtual machines to minimize the initial 
population and to group them together.  

Based on this Matrix, if a VM-PM pair has higher affinity 
then the corresponding VM is placed in that PM, if the 
Resource requirements of that VM is satisfied by that PM. 
The allocation pattern is fed as one of the candidates of the 
initial population, and hence the optimal solution is reached 
faster based on this affinity-based solution pattern. Then, 
based on the traffic rate between the VMs after placement, 
VM migration takes place such that the overhead due to the 
migration is negligible when compared to the reduction in 
the traffic rate and communication cost due to migration 
[4].VM migration only considers dynamic consolidation, for 
which one or some of the hosts of VMs can be changed in 
response to the change in workloads. Swarm intelligence 
algorithms include such algorithms as simulated annealing, 
tabu search, iterated local search, GA, ACO, PSO, and ABC 
optimization. 

The use of swarm intelligence algorithms to solve many 
combinatorial optimization problems has been a subject of 
research for a long time. They are widely used to solve NP-
complete problems [5]. Other than the energy consumption 
and efficiency problems, networking and communication are 
two great challenges in cloud computing. The cost between 
any two communicating VMs is defined as the number of 
switches or hops on the routing path of the VM pair. 

Communication-sensitive applications that involves 
frequent access to some particular links are identified to 
have an affinity or likeliness, and hence follows colocation 
VM placement pattern while ensuring their resource     
requirement constraint [6].  

  At present, the major objectives of the proposed VM 
placement algorithm are:  
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1) To place the Virtual Machines (VM) based on the       
degree of affinity with the physical machines.           

2) To reduce the traffic rate upon virtual machines 
migration. 

3) To reduce the communication cost for the virtual 
machine’s placement. 

There are various research challenges involved in 
this work. Since VM migration and server consolidation 
problems are mostly NP-complete optimization problems, 
finding an optimal solution in polynomial time is not feasible. 
As the number of VMs to be allocated increases, the search 
space and search time to find the near optimal solution also 
increases. Since we use genetic algorithm to implement the 
solution, it is essential to avoid the risk of being trapped in a 
local minimal solution. 

 Two or more VMs running the same communication 
sensitive application might have huge traffic rate prevailing 
between them. This traffic rate will definitely have an impact 
on the overall operational cost of the system [7]. The 
proposed system works in this scenario and helps to reduce 
the overall traffic rate and communication cost during VM 
Placement and Migration. There are certain nodes/PMs in a 
network of physical machines that the other VMs are highly 
interested in communicating with. These small number of 
cylindrical shaped high-capacity nodes are functionally 
different when compared to the rest of the nodes. Here we 
represent certain special high-capacity nodes that connect 
the physical machines of one network with the other as sink 
nodes. So, any VM that is to be placed in one of the ordinary 
PMs will have certain dependency with these sink nodes [3]. 
Thus, the major task is to allocate the VM to the PM which 
ensures minimal communication cost to reach the sink node 
that the VM is highly dependent. Physical machine is an 
underlying hardware resource, which can be logically used 
as similar partitions running different resources. Physical 
machine provides the resources for virtualization. 

Virtualization plays an important role in the success 
of cloud computing by providing the essential infrastructure 
for cloud. Virtualization is an abstraction of the logical 
resources from their underlying physical resources by hiding 
their heterogeneity, geographical distributions etc. It 
abstracts the resources of the physical servers and provides 
multiple complete and isolated execution environments [5]. 
It is possible to run multiple applications in separate VMs 
having different configurations due to dynamic sharing and 
physical resource reconfiguration facilities provided by 
virtualization. It is possible to run multiple operating 
systems and multiple applications on the same 
machine/server at the same time, increasing the utilization 
and flexibility of the software. Resource utilization of the 
physical servers can also be improved by virtualization. As a 
whole, virtualization helps in improving resource utilization, 
energy management, dynamic resource sharing and provides 
availability, scalability and reliability of the cloud computing 
resources. 

VM placement is a strategy to allocate the virtual 
machine to the corresponding physical machine such that, 
the overall requirements of the VM are satisfied by the PM. 
VM placement must also ensure that the placement strategy 
[4] enforces minimal operational cost, communication cost 
and traffic rate. VM migration helps the servers to be 
reconsolidated or reshuffled to reduce the operational costs 
like energy, communication cost, traffic demand and 
bandwidth demands [7]. Network communication consumes 
a large portion of the total operational cost of data centres. 
Hence, to reduce the traffic by reducing the communication 
cost, while satisfying the resource requirements of the VM 
and compensating the data transfer overhead due to 
migration to its minimum is a challenging task. Dependency 
between one or more VMs with a special placement pattern 
running a special application can be termed as affinity [3]. 
Affinity can be derived from the communication traffic or the 
data transmission traffic that are generated between the two 
VMs while running the applications. On simple terms, it is 
the relationship between the VMs. Fixed VM Placement 
pattern is used if, we need to place some VMs into a fixed PM. 
If the customer insists on placing their VM in a particular 
server, then this pattern is used. 

If the same PM could accommodate two or more number 
of VMs, then it is collocation affinity [3]. If the affinity value 
between the PM-VM pair is positive (i.e., higher than a 
particular threshold), then that particular VM can be placed 
in that PM. So, all those VMs that exceed this positive 
threshold of affinity with the PM, which is satisfying their 
resource requirements can be placed in the same PM. If two 
VMs are placed in different PMs for reasons other than 
resource constraints, then it is no-colocation placement 
affinity. Dispersedly/separately placing the VMs in separate 
PMs [3] can be termed as No-colocation placement affinity. 

When we deploy the VMs for communication sensitive 
applications, the sink nodes connect the VMs to different 
regions of the distributed cloud region. So, each VM will have 
a demand to each of the sink nodes of its region that 
connects itself to other cloud regions [8]. The demand for 
each of the VM to the sink nodes sums up to 1.0, to make it 
easy for comparison purpose. Thus, the PM that connects 
itself with the sink node that is highly demanded by the VM, 
will be selected for allocation of that VM. 

Communication cost can be defined as the total number 
of networking devices (e.g., switches) between the host 
machines to the destination machine. Our aim is to reduce 
the communication cost to its minimum upon migration. 
Communication cost also has an impact on the overall traffic 
in the network. Let a, b be two physical machines, then 
Communication cost (a, b) α   Traffic Rate. As the 
communication cost decreases, the traffic rate also decreases 
[10]. 

Cloud deployment models might include public cloud, 
community cloud, private cloud and hybrid cloud. While the 
public cloud provides services to everyone via internet, 
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private clouds are managed internally by a single 
organization [1]. If two or organizations that have similar 
requirements join hands to deploy a cloud model, then it is a 
community cloud. Different types of cloud models are 
interconnected together to form a hybrid cloud model. 

Traffic aware VM placement mainly concentrates on the 
bandwidth demands, network topology, dynamic traffic 
variation, communication patterns between the VMs during 
the initial VM placement. Such techniques mostly aim at 
minimizing the network utilization, while maximizing the 
resource utilization [8]. This project is based on this network 
–aware VM placement technique in which, the proposed 
system correlates the relationship between the average 
traffic/data rate and the end-to-end communication cost. 

Network-aware VM placement always works in-par with 
most of the energy efficient means of VM placement. This 
technique aims at reducing the usage of servers by switching 
the state of idle servers to sleep mode and thereby reducing 
the power consumption [1]. It also concentrates on reducing 
the network communication cost after migration with 
special considerations to inter-VM dependencies.  

The major goal of this resource-aware VM placement is to 
maximize the resource utilization. It mainly concentrates on 
resources like CPU, storage and RAM capacity [9]. But as for 
now, maximizing the resource utilization is being considered 
as a major requirement for any type of VM placement 
techniques. 

In data-aware VM placement, the major emphasis is on 
optimizing the VM placement by maximum utilization of the 
inter-VM communication pattern in the network [11]. It also 
insists on paying extra attention to the dynamic traffic 
patterns and the changes in the network after VM Placement. 

Rest of the report is organized as follows: Chapter 2 
contains the literature survey that discusses the previous 
works and their scope in the domain of discussion. Chapter 3 
gives a detailed understanding of the proposed system that 
is to be implemented with the system overview, overall 
system architecture and the algorithms. Chapter 4 discusses 
the implementation steps in detail, tools and techniques 
involved for implementation and performance and result 
analysis. Chapter 5 deals with the conclusion and future 
work associated with the project. 

2. RELATED WORKS 
 
2.1 VM Placement Overview 
 

Mohammad Masdari et al. in [1] explain about the VM 
placement and migration in detail and in step-by step 
process. The VMs are being migrated to the opted physical 
machines based on the demand. In an intra-cloud VM 
placement, first the individual cloud member should be found 
to host the VM, which PM should host the VM. Some of the 
objectives factors is to choose a better physical machine to fit 
in are reducing intra-data center traffic, minimizing inter-

data center traffic in federated cloud, preventing congestion 
in data center's network, distributing traffic evenly in data 
center's network, mitigating energy consumption, reducing 
cost for cloud providers and increasing the return on 
investment (ROI), increasing security, maximizing resource 
utilization, improving load balancing, high performance, 
locality: To increase accessibility, high reliability and 
availability, minimizing the number of active servers, 
reducing the number of active networking elements 
(switches), minimizing the SLA violation. 

In each placement only some of the objectives are met 
based on the requirements and follows a placement 
algorithm to make a low overhead, efficient VM placement in 
cloud data centers. Most of the placement schemes refers to 
the existing algorithm for comparison of the proposed 
placement algorithm. Some of the algorithms are first fit, 
second fit, random fit, least full first and most full first. 

Most of the proposed approaches in [1] to fulfil the 
objective use a three-tier in a datacenter cloud whose goal is 
to interconnect the servers with a high-speed link. It consists 
of a rack which are bottom level servers connected to either 
one or two Top-of-Rack (TOR) switches. The TOR switches 
are further connected to one or two switches in aggregation 
tier. Finally, each aggregation switch is connected with 
multiple switches in core tier. 

2.2 Network and traffic aware VM Placement 
Amir Rahimzad ehilkhechi et al. [2] focuses on specific 

objective – VM placement with reduced network and traffic in 
a special cloud from a provider’s perspective. The 
performance of a VM strictly depends on the ability of the 
infrastructure to meet the traffic of VM. A satisfaction value is 
introduced for each VM and the appropriate physical machine 
is chosen to maximize the satisfaction value. The VM 
placement approach is based on different objectives such as 
initial placement, throughput maximization, consolidation 
and service level agreement satisfaction versus provider 
operating cost minimization. 

There are two methods opted for solving this kind of 
objective based problems. One is to use mathematical models 
to define the problem and feed it into solvers operating. The 
second method is to use optimization tools such as Gurobi, 
GLPK etc., VM placement is also being classified as VM 
placement in single cloud environment and VM placement in 
multiple cloud environments. The    placement is being done 
in a given set of physical machines with a set of demands 
encapsulated in VMs. These fluctuating demands are being 
placed by a placement controller. The placement controller 
decides how many instances to be gone to fulfil the objective. 
To fulfil the special objective the availability of VM and its 
profile and physical machine and its capacity are taken. The 
author gives an optimal placement algorithm that is offline 
provided the communication and flow demand profile of VM 
are given earlier. 

2.3 VM Placement based on network topology and 
communication cost 

        The author deals on the network topology and 
network conditions are considered during the VM placement. 



          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                Volume: 09 Issue: 02 | Feb 2022               www.irjet.net                                                                        p-ISSN: 2395-0072 

 

© 2022, IRJET       |       Impact Factor value: 7.529       |       ISO 9001:2008 Certified Journal       |     Page 4 
 

Some special nodes called sink nodes are being introduced 
which are functionally different from other physical nodes 
and has the high probability of VM interested to get 
communicated with these sink nodes. The VM that is 
dependent on the sink node requires a massive and end-to-
end traffic. The efficient communication in terms of 
communication delay and data flow should be considered. 
The communication between the physical machines is 
negligible when compared to the communication between 
the physical machine and the sink nodes. The entire network 
is setup in the form of graph given by G(V, E) where E is the 
link between the nodes, V the set of nodes in graph G. S is the 
set of sink nodes in the network where S∈V. The VM with a 
demand for sink should not be placed in a physical machine 
that satisfies the demand but of high cost. The VM placement 
should be in such a way that the demand for the sink should 
be satisfied also with the low cost. Maximizing the 
satisfaction factor both the customers and the service 
providers will be in a win-win situation. The win-win 
situation occurs since the VMs will experience a better-
quality service satisfies customer and the links getting less 
saturated satisfies the providers. Two different approaches 
are being introduced. Both greedy and heuristic based 
approaches are being introduced. Each of these approaches 
has different variants. The satisfactory factor also varies. 

 The simulation results of these algorithms are being 
tested using simulations and the result of these algorithms is 
found to be nearly optimal when compared to the VM 
placement regardless of their demands. Jianhai Chen et al [3] 
deals with joint affinity aware grouping and VM placement. 
Non-affinity aware grouping-based resource allocation 
towards general VM placement places the VMs into the same 
physical machine which are to be placed in distinct physical 
machines and vice versa. This leads to performance 
degradation of applications in different VMs deployed in 
multiple machines. A joint affinity aware problem is being 
defined and a joint affinity aware grouping and bin packing 
method is proposed to overcome the problem raised in non-
Affinity aware VM placement. First the affinity relationships 
between the VMs are being calculated based on the 
relationships between the VMs such as collocated or 
dispersedly located and an affinity problem is being defined. 

2.4 VM placement patterns 
Then based on the affinity relationship between the VMs 

an affinity aware resource scheduling framework is being 
generated. The goal of resource allocation by Jian Hai [3] is to 
maximize the ratio between performance and cost and hence 
the data center revenues which involves both performance 
and energy efficiency. The energy and performance efficiency 
requires allocation to minimum number of physical machines 
and allocation to minimize the performance cost respectively. 
By co-locating the VMs which are required to be dispersedly 
located may require more resource in a single physical 
machine. This may lead to performance lag in the VM- 
physical machine pair. Dispersed location of the virtual 
machines which are to be co-located may increase the 
communication between the virtual machines. This may 
increase the data traffic and also the communication cost in 
the network. This is the same problem arising in random VM 

placement. The challenges put forth are to make detailed 
analysis of the VMs are to be placed in the appropriate 
physical machines so that the communication cost and the 
performance of the application running in the VM decreases 
and increases respectively. Also, a heuristic performance 
evaluation for the placed VMs is being done to check the 
quality of VM placement. It is also said that solving the 
resource scheduling and allocation is similar to the bin 
packing problem which is a NP-hard problem. So, making 
decision of the optimal VM placement becomes more 
challenging when performance maximization and 
communication cost reduction guarantee is also being 
considered. Generalization of dependency since current 
systems does not focus on the generalization of VMs. This 
method also helps to obtain and identify the relationship 
between VMs. The bin packing problem also may misplace 
the colocation placed and dispersedly placed VMs 
irrespective of their dependencies.  

2.5 Virtual Machine Migration in an Over 
Committed Cloud 

      The virtual machines are being placed in the physical 
machines based on random generation or VM placement is 
done based on certain demands of the customer. This may 
also include the efficient performance of application present 
in different virtual machines from the provider perspective. 
After the placement scheme by Weizhe Zhang et al. [4] of 
virtual machines in different cloud environments, the 
communication between different VMs is being continued. 
Based on the data traffic which influences the communication 
cost and the performance efficiency of the applications, the 
VMs are being replaced to another physical machine so that 
the data traffic gets reduced. This reduction in amount of data 
transfer will definitely reduce the communication cost 
between the VMs and also increase the efficiency of the 
performance of application hosted in different virtual 
machines. This replacement of virtual machines after 
analyzing the data transfer between the virtual machines is 
called the migration of virtual machines. 

VM migration reduces the operational cost as the servers 
are being reshuffled. According to method proposed by the 
author the demand for the traffic and bandwidth also 
accounts a bit in the total traffic of the system. VM migration 
also causes additional data transfer overhead. So VM 
migration should be in such a way that the data transfer 
overhead should be reduced. The communication cost and 
the performance factor should also be reduced compared to 
the previous placement strategy. A network aware problem is 
formulated into a non-deterministic polynomial time-
complete problem. This study aims to reduce the 
communication cost. The communication is being reduced by 
taking into account the inherit dependencies among VMs 
which forms a multi-tier application and the topology of the 
physical machines. The migration is done so that a good 
relationship is maintained between the network 
communication and VM migration cost. The swarm 
intelligence algorithm is being used to maintain this trade-off 
between the network communication and the migration cost 
of the network. An approximate optimal solution is being 
found first. Then number of iterations is being performed. 
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From these iterations a good solution among the optimal 
solutions is chosen.  

Artificial bee colony and Genetic algorithm is adopted and 
changed by the author to suit the VM migration problem. This 
change in adopted algorithm reduces the communication cost 
and network cost. Experimental results verify that network 
cost is reduced by genetic algorithm when the instances are 
low. When the number of instances is high, genetic algorithm 
does not work efficient. In such cases artificial bee colony 
algorithm reduces the network cost. So, when the number of 
instances is high artificial bee colony reduces the 
communication cost and when the instances are less, 
network cost is being reduced by genetic algorithm. It is also 
advantageous that the running time of artificial bee colony 
algorithm is half than that of running time for genetic 
algorithm. The most commonly used consolidation in VM 
migration is energy-aware VM migration. The aim of this 
energy-aware server consolidation is to improve the 
utilization of each server by consolidating as many numbers 
of VMs into servers. The remaining unused servers remain in 
low-power state. This method considers only the server-side 
constraints including the resources demanded. The network 
cost due to virtual machine migration is being overlooked.  
Network communication incurs a great part in the total 
operational cost. Many of the studies consider only one factor 
i.e., on migration cost, communication cost or energy 
consumption. The solution also solves the data center 
suffering from the long-lived congestion. Core network over-
commitment and unbalanced workload causes this long-lived 
congestion. A comprehensive analysis of the above solution is 
made which is non-deterministic polynomial complete 
problem. 

2.6 Dynamic Migration of Virtual Machines 
       The system by Fei Tao [5] also provides high security 

and isolation when required to the operating systems.  Also 
encapsulates and customizes the applications running in the 
virtual machines. This also includes the support for legacy 
applications. Migration is usually done in cloud environment 
after the VM placement and also analyzing the data flow 
between the virtual machines placed in different physical 
machines. Based on the data flow between the VMs, to reduce 
the communication cost and to increase the performance 
efficiency of the application running in different virtual 
machines, migration of virtual machines is being carried out. 
The author solves the VM migration problem but in the 
dynamic mode. Based on the total operational cost occurring 
due to the data traffic in the integrated cloud environment 
the migration is done. Then this VM placement scheme is 
analyzed by allowing the flow of data between the VMs in the 
cloud environment. 

To reduce the total operational cost further, the VM is 
being reshuffled to appropriate physical machines available 
in the system. This dynamic allocation of virtual machines to 
the physical machines enables the provider to choose a better 
placement scheme among the available optimal placement 
schemes. The inefficiency of the virtual machines is due to the 
reason that improper allocation of the virtual machines. This 
leads to imbalanced resource scheduling distribution. Thus, it 

is said that the proper use of VMs reduces the operating cost 
and the energy consumption by the system. 

The efficiency of the virtual machines is being improved 
by employing three primary measures.  The three primary 
measures are improving the framework and distribution, 
scheduling tasks and migrating VMs dynamically. Other than 
energy consumption and efficiency, networking and 
communication are the great challenges to be faced during 
the VM placement and dynamic VM migration. It is known 
that the data to be transferred to a virtual machine in other 
physical machine takes much time than the time taken by the   
VM to communicate with the virtual machine present within 
the same physical machine. This is because data requires less 
time to transfer in random memory than via network. 

 The solution is given in the form of an algorithm. This 
Non-dominated sorting genetic algorithm is being chosen 
since it solves multi-objective problems. This algorithm falls 
into the category of intelligence optimization algorithm. This 
algorithm can yield better results when some parts of the 
algorithms are made to be deterministic. The algorithm is 
proposed in such a way that it is more adaptive to the cloud. 
This algorithm when implemented produces a set of Pareto 
optimization solutions. The main contribution is split into 
three main categories. The multi-objective optimization 
algorithm contributes the following objectives. The dynamic 
migration of VMs is made efficient by proposing a triple-
objective optimization model  

3. AFFINITY AWARE VM MIGRATION (AVM) 

3.1 Affinity based grouping 
The proposed work deals with placing the virtual 

machines in the physical machines by reducing the traffic 

rate and communication cost upon migration. This problem 

can be considered as an optimization problem, since we have 

to reduce the traffic rate and communication cost while 

considering, whether the resource requirements of the VMs 

can be satisfied by the PMs. This work uses an AVM 

algorithmic approach to solve this optimization problem. 

When the applications are deployed on the VMs in a 

distributed cloud region, each application might have certain 

demand to those nodes which connects other VMs which 

also have similar computation environment in the network. 

So, the demand of each virtual machine to the sink nodes of 

that region is taken as the input for the initial VM placement 

algorithm. Based on this demand, the PM satisfying this 

demand with minimal communication cost is considered as 

the best option to allocate the VM. There exists an affinity 

between the VM and the PM that satisfies its demands. Hence 

this VM-PM pair is grouped together. 
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3.2 Affinity Calculation 
 
This affinity can be calculated using the following equation  

      

The initial VM placement algorithm (3.5) begins here and it 

is used to find the best physical machine to host the virtual 

machine and the system proceeds to the VM migration 

algorithm (3.7). The result of this algorithm is the possible VM 

migration pattern that reduces the communication cost and 

traffic rate upon migration. 

Fitness functions are used for calculating the communication 

cost and migration cost, which in turn is a minimization 

function. Mutation is performed between the resultant 

individuals of these fitness functions to minimize the 

communication cost and traffic rate. The population size is set 

to 100 individuals and the mutation rate is set to 0.1. We try to 

mutate between the VM allocations codes which are referred 

as bucket codes in the algorithm that are generated using 

traffic rate affinity and migration cost affinity. The resultant 

allocation minimizes the traffic rate, thereby reducing the 

communication cost. 

Each VM has a specific demand for each of the sink nodes as 

specified in the Figure 1. The sum of the demands for each sink 

node is 1.0. 

 
Fig -1: Communication between sink node and VMs 

The three parameters of the demand vector in the fig 1 

represent the demand of the virtual machine to any available 

sink node in the network to reach the physical machine. So, 

the demand of 0.7 represents the demand of sink 3 which is 

the highest to reach the expected physical machine. At the 

same time assume there are 2 physical machines available 

with same working environment the VMs will be placed to 

one that has a smaller number of hops to reach. Hence in the 

fig 1. PM 1 will be selected to place the VMs as it requires one 

hop compared to five hops for the PM 2. 

The cloud users request to pay for the VMs, to run their 

applications in them. Every application might require 

different number of VMs for running. In case of 

communication sensitive applications, they have huge 

data/traffic rate between them. So, while deploying the VMs 

it must try to minimize the traffic rate. Affinity Generator in 

the architecture (Fig. 2) is responsible for framing all the 

affinity relations between the VMs while running the 

applications. The input to the affinity generator consists of 

the resource data of VMs, PMs and the workload data are 

received by the affinity generator from the cloud controller. 

In order to record the detailed affinity information of the 

VMs, VM optimizer audits and stores the affinity relations. As 

a result, analysis of the gathered affinity data is done to 

decide whether there is affinity between the VM and PM or 

not. 

Resource scheduling that is done based on the affinity is 

controlled and managed by the affinity scheduler. The 

scheduling requests from the cloud controller is checked by 

the affinity scheduler and it decides on the type of 

scheduling that is to be done (e.g., initial placement, 

migration, load balancing). 

3.3 Proposed AVM Architecture 
 
If a schedule request is received, it is immediately forwarded 

to the VM Optimizer to make VM placement/migration 

decisions. Final decisions regarding the VM placement, 

migration, boot or shutdown decisions are done by the VM 

optimizer. It correlates two fitness functions to decide upon 

the affinity grouping. 

Based on the network topology, each of the physical 

machines is assigned a communication cost to each of the 

sink nodes of the network. In the proposed work a fully 

connected network topology is considered with 65 physical 

machines and 27 currently requesting virtual machine. 
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Based on this demand and communication cost, affinity 

between the VM and PM can be calculated using (1). 

           

 
 

Fig -2: Proposed AVM architecture 
 
 

 

  

3.4 Communication Cost Matrix 

Each physical machine will have a communication cost, that 

is calculated by the number of hops or networking devices 

like switches/routers. The following matrix represents the 

communication cost between each PM and Sink nodes. 

Using this communication cost and demand in (Table 1), the 

affinity between a VM-PM pair is calculated using (1)  

Based on this demand and communication cost, affinity 

between the VM and PM can be calculated using (1). The 

notations for the VM Placement Algorithm are described in 

the following Table 3. 

 
Table 2. Communication Cost Matrix between PMs and 
Sink Nodes 

 

 

 

 

 

 

 

 

 

3.5 Algorithm for Initial VM placement 

Inputs: VM set, PM set, Resource demand and availability 

vectors, Static cost between the PM- sink pair, demand of 

VM-sink pair. 

Output: Solution matrix indicating the assignment of VMs to 

PMs. 

Step-1 Declare initial affinity. 

Step-2 for each vmi in VM do 

Step-3 for each pmi in PM do 

Step-4 for each si in S do 

Step-5 Calculate using the formulae: 

 

Step-6 end for 

Step-7 assign Aff[vm][pm]=affinity and reset affinity to zero. 

Step-8 end for 

Step-9 For each row in Aff[M][N] find the maximum affinity 

to a pmi for Each vmj. 

Step-10 If RA[pm]>RD[vm] then assign X[vm][pm]=1 

      

             Sink 

     PM 

     Sink1      Sink2       Sink3 

      PM 1 3        3 7       7 2       2 

      PM 2 4        4 5       5 5       5 

      PM 3 7        7 4       4 7        7 

      PM 4 5       5 8       8 4        4 

      PM 5 3       3 9       9 3        3 

   (2) 



          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                Volume: 09 Issue: 02 | Feb 2022               www.irjet.net                                                                        p-ISSN: 2395-0072 

 

© 2022, IRJET       |       Impact Factor value: 7.529       |       ISO 9001:2008 Certified Journal       |     Page 8 
 

Table 3. Notations for Initial Vm Placement 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Step-11 else Aff[vm][pm]=0, goto Step 9 

Step 12 Display the solution matrix X[vm][pm] 

3.6 Affinity Types 

(A) Communication cost Affinity 

The communication cost in this context can be 

described as the number of hops (Networking devices like 

routers or switches) between the source machine and the 

destination machine. The two virtual machines have 

communication cost affinity, if they run the same 

communication sensitive application, but with relatively 

higher communication cost. The following equation is the 

fitness function for calculating the communication cost, and 

the system minimizes it. The traffic rate is measured by some 

active or passive techniques of network traffic measurement 

depend on the environment. In this work it is measured 

using cloudsim traffic generator. 

  

 
(B) Migration Cost Affinity 

Traffic rate is a dynamic indicator. It changes 

from time to time based on the type of applications that 

are running on the VM. Higher the traffic rate, higher is the 

operational cost. Hence, in order to minimize the traffic 

rate in par with reducing the communication cost, the 

traffic rate is considered as an important constraint, while 

calculating the migration cost. (3) is to calculate the fitness 

function (minimization) of migration cost affinity 

 

 

                                                                                             (4) 

VMs will have to be migrated only if, the traffic rate and 

communication cost will get reduced after migration. So, 

the migration cost is calculated by considering the size of 

the VM and the traffic rate between them in the network. 

The VMs that show maximum affinity to a particular PM 

are grouped together. This group is then considered as a 

ACRONYM DESCRIPTION 

M Number of VMs 

N Number of PMs 

VM Set VM [1…….M] 

PM Set PM[1…….N] 

mi ith VM 

pmj jth PM  

S Number of Sink Nodes 

Sink Node Set S[1…….S] 

si ith sink node 

X[M][N] Assignment 

matrix/Solution matrix 

D[M][S] Demand Vector for each 

VM-Sink pair 

RA[N] Resource Availability 

matrix for PMs 

RD[M] Resource Demand matrix 

for VMs 

SC[N][S] Static cost between PM-sink 

pair 

DC[N][S] Dynamic cost due to 

congestion in the network 

Affinity[M][N] Affinity between VM-PM 

pair 

fitnesscommn Fitness calculation based on 

communication cost 

fitnessmig Fitness calculation based on 

migration cost. 

    

(3) 
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single unit, and is allocated to that PM, provided that the 

resource requirements are satisfied. Once the resource 

requirements of the particular unit of VMs are satisfied by 

the PM, then the VM Optimizer decides to allocate that 

particular set of VMs to that PM  

3.7 Algorithm for VM migration 

Population size=100 

Mutation rate=0.1 

Input: bucket code generated from algorithm 1 

Output: near optimal bucket code for assignment 

Step-1 Generate a randomized initial population of bucket 

codes. 

Step-2 Add the bucket code generated from algorithm 1 to 

the randomized populations 

Step-3 Calculate fitnesscommn (vm, pm) = 

 

Step-4 Calculate fitnessmig(vm, pm) = 

 

 

Step-5 Choose two individuals each with maximum 

fitnesscommn, fitnessmig  and perform two-point crossover. 

Step 6 Calculate the fitness of the resultant code, and check if 

it is better than the best fitness so far. 

Step 7 If yes, then add it to the population else discard and 

move to step 5 

Step 8 Stop if matrix is reached or the best fitness doesn’t 

change over much iteration. 

4. IMPLEMENTATION AND RESULT ANALYSIS 

4.1 Tools and Techniques 

The project implementation is done in NetBeans 

IDE, in which cloudsim 3.0 is installed to analyse the 

behaviour of the algorithm in real-time cloud environment. 

Cloudsim doesn’t provide the GUI to visualize the result of 

the analysis in graphical format. So, Cloud Reports is used for 

GUI support.Net Beans is an Integrated Development 

Environment for developing Java applications and also 

Server and web related applications. Application which has 

database manipulations operations also developed with help 

this IDE. The Net Beans IDE is primarily used for 

development of Java, but also supports other languages, such 

as PHP, C / C++ and HTML 5.  

The Net Beans Platform provides a framework for the 

development of interactive Java Swing real time applications. 

Net Beans plugins and NetBeans Platform based 

applications; no additional SDK is required. Applications can 

install plugins and private libraries depending upon the 

necessarily of the applications. 

(A) CloudSim 

Cloudsim toolkit is developed at Melbourne University 

by the GRIDS laboratory. It is a multi-layered simulation 

structure which includes modeling and simulation of data-

center environments. It also provides good management of 

VM interfaces, memory, storage etc. It also induces 

scheduling and allocation policies for cloud platform. It has 

also been identified as the best tool for cloud computing 

since it allows the modeling of IaaS, PaaS and SaaS services. 

   (B) Cloud Reports 

Cloud Reports is a GUI tool for the simulation of 

cloud computing in a distributed environment. Cloud 

Reports is the graphical format of Cloudsim which is user 

friendly, reliable and customizable. It also allows create new 

customers, datacenters, hosts with different bandwidth 

capacity, Resources like storage, memory MIPS etc. 

It extends all the functionalities of CloudSim like VM 

allocation policies, power consumption and broker policies 

and other resource allocation and resource utilization 

models. Cloud Reports provide capability for user by setting 

the number of virtual machines each customer owns, a 

broker responsible for allocating these virtual machines and 

resource consumption algorithms. 

4.2 Input and Output vectors 

Each VM will have a demand for each of the sink 

nodes. The sum of the demands of a VM to all the sink nodes 

must be equal to 1.0. The matrix in the Table 3. represents 

the demand matrix between five VMs and 3 Sink nodes that 

are present in the scenario represented earlier. The resource 

requirement of the virtual machines (Table 4) must be 
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satisfied by the physical machine in which, the VM is to be 

placed.  

The two arrays represent the units of resource available in 

each PM and the units of resource required by each VM. 

Using the above matrix inputs, the affinity between each PM 

and VM can be calculated using the affinity formula, and the 

resultant matrix (Table 5) displays the affinity between the 

VMs and PMs within the scale of 0.00 to 1.00.for which 0 

being the lowest and 1 being the highest.  

Table 4. Resource Availability and Demand Vectors 

 

 

 

 

 

 

Table 5. Affinity Matrix between VMs and PMs 

 

 

 

 

 

 

 

 

 

The proposed system thus calculates the affinity between the 

VMs and PMs, using which the VMs having greater affinity to 

a particular PM will be grouped together to be placed in the 

particular PM. 

 

 

 

4.3 Performance Metrics 

     The performance of the optimisation problem can be 

calculated by the following two metrics: 

 Traffic Rate 

 Communication Cost 

(A) Reduction in Communication Cost 

The following bar chart represents the reduction in 

the communication cost after migration. By including the 

communication cost affinity, it reduces the communication cost 

by 15% while comparing with the existing system as specified 

in the bar chart in Figure 3. Here, Consumer1 uses BGM-BLA 

and Consumer 2 uses AVM Placement Solution. 

 

(B) Reduction in the Traffic Rate 

Since affinity aware grouping is used to group the 

VMs based on their demand and Communication cost, the 

traffic rate is observed to be reduced eventually when 

compared to the existing BGM-BLA algorithm. Even   though 

the number of migrations increases, the traffic rate for the 

proposed system is seen to get reduce gradually. 

 
 
 
 
 
 
 
 

Detailed information about the creation and submission of 

images for articles can be found at: http://www.ijstr.org. 

We strongly encourage authors to carefully review the  

material                                                              

                Fig. 4. Traffic Rate Comparison 

        Id 

  PM/VM 

    1     2     3     4        5 

    PM    20     5 1 5   10       25 

    VM      2     4     5     7        9 

 

       PM 

   VM 

PM 1 PM 2 PM 3 PM 4 PM5 

  VM 1    0.27    0.22    0.19     0.24     0.00 

  VM 2    0.24    0.20    0.18     0.22     0.00 

  VM 3    0.21    0.21    0.17     0.27     0.00 

  VM 4    0.26    0.24    0.20     0.00     0.00 

  VM 5    0.20    0.19    0.16     0.24     0.27 

 

                         No. Of migrations 

http://www.ijstr.org/
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(C)  Efficiency achieved in proposed AVM: 

The corresponding graph measures the efficiency of 

the proposed method compared to the existing 

method. From the graph (Fig.5) it is inferred that, over 

the iterations with different datasets the proposed 

method out performs existing approaches in its 

efficiency which is measured by the time taken to 

complete the task even after the VM migration 

 

 

                             Number of Iterations 
 
Fig. 5. Efficiency of the proposed AVM method 

comparison 
   

5. CONCLUSION AND FUTURE WORK 

The initial VM placement algorithm considers the affinity 

factor as an important constraint in grouping and placing the 

VMs. Some communication sensitive applications, when 

deployed in VMs with heavy traffic rate between them, incur 

high operational cost. This work defined an affinity matrix 

between the PMs and VMs based on the demand of the 

virtual machine to the corresponding high-capacity sink 

node of the region and the traffic rate between the VMs. The 

affinity is used between the virtual machines to minimize the 

initial population and to group them together. The affinity 

aware VM placement algorithm reduces the communication 

cost and traffic rate between the VMs that run 

communication sensitive applications upon migration. Since 

the proposed work reduce the search space and search time 

by introducing affinity aware grouping, the execution time 

required for running the algorithm also gets reduced. The 

system considers this as an optimization problem and 

proposes this network traffic-aware VM Placement Solution. 

The proposed system thus reduces the traffic rate and hence 

reducing the communication cost by 15%. There are multi-

objective VM placement Solutions in this sector, that 

proposes solutions based on network traffic, topology, 

resource utilisation and energy efficiency. So, we can 

transform this optimization solution into a multi-objective 

one with more than two parameters to optimize. The Affinity 

aware VM Placement technique can further be improvised 

using machine learning algorithms which we planned to 

implement in future. 
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