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Abstract - Text Summarization is a Natural Language 
Processing (NLP) method that extracts and collects data 
from the source and summarizes it. Text summarization has 
become a requirement for many applications since 
manually summarizing vast amounts of information is 
difficult, especially with the expanding magnitude of data. 
Financial research, search engine optimization, media 
monitoring, question-answering bots, and document 
analysis all benefit from text summarization. This paper 
extensively addresses several summarizing strategies 
depending on intent, volume of data, and outcome. Our aim 
is to evaluate and convey an abstract viewpoint of the 
present scenario research work for text summarization. 
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1. INTRODUCTION 

 
Since the advancement in the utilization of the Internet 
has expanded, tremendous volumes of data are generated. 
Most of the generated data is unstructured, so manually 
extracting meaningful data from it is challenging [1]. 
Humans have a constrained ability to comprehend and 
extract useful information from large amounts of data. It 
takes a long time for them to grasp the essence of the 
content. As a result, automatic summarization is a well-
known way of addressing such challenges [2]. 

 

The objective of text summarization is to gather 
prominent information from the source by filtering and 
providing a succinct summary [1]. To date, several 
techniques for text summarization have been developed. 
Text summarization techniques can be broadly classified 
into four categories: input, output, content and purpose. 
There are single and multi-document summary options 
based on the number of documents. Meanwhile, the 
extractive and abstractive outcomes are based on the 
summary results. In contrast, generic and query-based 
depend on the purpose [3]. On the other hand, it is 
divided into indicative and informative based on the 
content. 

The internet is abundant with raw text from several 
sources, and genres are typically unstructured, noisy, and 
unsuitable for summary processing [4]. Text pre-
processing refers to the process of cleaning and 
standardizing the unstructured data. It is a necessary 

step before we can begin text summarizing. The five 
components of text pre-processing are tokenization, lower 
casing, stop words removal, stemming, and lemmatization. 

 

Fig -1: Steps of Text Pre-processing 

 
2. TYPES OF TEXT SUMMARIZATION 

 
I. Extractive vs. Abstractive 

Extractive text summarization works by selecting important 
words, phrase or sentences, and concatenating them to 
form a meaningful summary. Sentences are chosen based 
on statistical and linguistic characteristics [5]. Whereas 
abstractive summarization uses linguistics to examine 
and interpret the text, and then constructs new sentences 
and words while maintaining the source's content in a 
comprehensible summary [6]. 

 

II. Single Document vs. Multi Document 
Single document summarization (SDS) accepts a single 
document, while multiple document summarization 
(MDS) accepts several documents as an input. 
Furthermore, MDS takes into account two categories of 
documents: homogeneous sets with the same primary 
context documents and heterogeneous sets with 
unrelated primary context documents. MDS generates more 
comprehensive and accurate summaries than SDS, 
attempting to reconcile different and redundant 
information [6]. 

 

III. Generic vs. Query-based vs. Domain-
specific Generic-based summaries are independent of the 
document and may be used by a range of end-users, while 
query-based summaries are more specific summaries. 
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Domain-specific summaries, on the other hand, leverage 
knowledge of certain fields, such as scientific and medical 
publications to develop more comprehensible summaries 
[7]. 

IV. Indicative vs. Informative 
Indicative summaries contain the metadata of the text. It 
gives insights of what the document is about and its main 
idea. While informative summaries provide us with the 
main background or domain information of the text. It 
provides information about topic in an elaborated form 
[4][8]. 

 

 

Fig -2: Types of Text Summarization 

 
3. ABSTRACTIVE TEXT SUMMARIZATION TECHNIQUES 
 
 

Methods Description Advantages Limitation 

Word Graph Methodology The technique based on 
word graphs is separated 
into two components. 
The first component is 
sentence reduction, 
followed by sentence 
combination. This 
technique involves nodes 
that represent the 
information about words 
and their relation [9]. 

Word graph 
technique provides 
syntactically 
accurate phrases 
[10]. 

The word graph 
technique creates 
ungrammatical phrases 
and is unconcerned with 
word meaning [10]. 

Semantic Graph 
Reduction Algorithm 

The semantic graph-based 
approach builds a graph 
that summarizes the 
original content by 
gathering semantic 
information from words 
and assigning weights to 
nodes and edges [11]. 

This method's strength is 
producing short, 
coherent, and 
grammatically accurate 
phrases with few 
networks [11]. 

This approach is 
restricted to 
summarizing material 
from a single document 
[11]. 

Markov 
Clustering 
Algorithm 

To construct summaries, 
the Markov Clustering 
Principle employs a 
hybrid technique. In this 
method, sentence ranking 
is accomplished by 
combining linguistic 
norms with the best-
fitting sentences inside a 
cluster to construct new 
sentences [12]. 

Sentences are grouped 
using semantic and 
statistical variables in the 
Markov Clustering 
Principle to produce 
highly linked sentences 
[12]. 

The accuracy of the 
summary provided by 
the Markov Clustering 
Principle depends upon 
the quality of the 
sentence compression 
technique [12]. 
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Methods Description Advantages Limitation 

Encoder-Decoder Model The encoder converts 
the input sentence 
sequence into a context 
vector, and the decoder 
converts the processed 
input into 
comprehensible output 
[13]. 

The encoder-decoder 
strength is that it 
addresses the vanishing 
gradient issue [14]. 

The approach requires 
an extensive dataset that 
takes a long time to train 
[11]. 

Pegasus In this approach, 
significant lines are 
eliminated from the input 
text and compiled as 
separate outputs [15]. 

The strength of this 
method is that it selects 
phrases based on 
relevance rather than 
randomness [16]. 

Pegasus may need post- 
processing to remove 
errors and enhance 
summary text output 
[17]. 

Summarization with 

Pointer Generator 

Networks 

This method employs a 
hybrid approach, 
producing words from a 
predefined vocabulary 
and replicating words by 
pointing [18]. 

This method focuses on 
resolving the issue of 
out- of-vocabulary 
terms. 

The essence of this 
technique is to present 
a summary based on 
the source content, 
rather than adding 
new terminology [19]. 

Genetic Semantic 

Graph based Approach 

The approach generates a 

semantic graph from the 

source text, with graph 

nodes representing 

predicate argument 

structures (PASs) and 

graph edges representing 

semantic similarity 

weights [20]. 

The merit of this method 
is that it reduces 
redundant information 
by combining 
comparable information 
across documents [9]. 

The shortcoming of this 
technique is that it fails to 
recognize redundant 
phrases that are 
semantically similar, 
resulting in an inadequate 
final summary [20]. 

 

4. EXTRACTIVE TEXT SUMMARIZATION TECHNIQUES 
 
 

Methods Description Advantages Limitation 

TF-IDF Approach TF-IDF algorithm 
calculates the frequency 
of words in documents 
and generates metric 
values. 
Finally, phrases with 
a higher metric value 
are 
included in the 
result [13]. 

The TF-IDF algorithm is 
quick to compute and 
has an excellent ability 
to determine the 
relevance of phrases 
[21]. 

The main disadvantage 
of TF-IDF is that 
lengthier sentences get a 
higher metric score due 
to the terms' higher 
occurrence in the 
sentences [13]. 

Fuzzy Logic Fuzzy logic assigns 
weights to sentences in a 
document and chooses 
sentences based on their 
relevance, determined by 
sentence length, sentence 
placement, sentence 
similarity, and proper 
noun [27]. 

The advantage of fuzzy 
logic is to solve the 
unequal weighting of 
attributes to evaluate 
their relevance [30]. 

Fuzzy logic cannot 
solve the issue of 
dangling anaphora 
[25]. 
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Approach based 
on Clustering 

The clustering technique 
focuses on grouping texts 
and creating cluster-level 
summaries. The clusters 
are generated using word 
weight, sentence location, 
phrase length, sentence 
centrality, and proper 
nouns [22]. 

The significance of 
clustering resides in its 
ability to exclude 
redundant phrases from 
summary automatically 
[23]. 

The drawback of the 
clustering approach is 
that the summarized 
phrases are not 
synchronized, and 
comparing the similarity 
between clusters is a 
challenging operation 
[24]. 

Neural Network Approach This method works by 
first training the neural 
network, and then the 
trained network selects 
the essential phrases that 
should be included in the 
summary in the same 
manner that a person 
would [5]. 

The fundamental 
advantage of neural 
networks is their ability 
to change characteristics 
based on the needs of the 
user [25]. 

It takes an excessive 
amount of time to train 
a neural network [26]. 

Approach based 
on Machine 
Learning 

The machine learning 
technique is classified into 
two types: supervised, in 
which documents and 
summaries are supplied, 
and unsupervised, in 
which just documents are 
provided, and the machine 
learns by evaluating them 
[27]. 

The benefit of the 
Machine Learning 
technique is that it is 
simple to construct and 
train the model [28]. 

The limitation is that 
significant terms often 
occur in the test dataset 
but not in the training 
dataset are ignored [29]. 

 

5. CONCLUSION 

 
Text summarization is a branch of Natural Language 
Processing (NLP) that focuses on shortening texts and 
making them more readable for users. With an excess of 
data accessible on the internet and the necessity to 
comprehend it in order to save the reader's time, text 
summary techniques are utilized. This paper provides a 
quick overview of text preprocessing, used to clean data 
to do effective summarization. Then it summarizes the 
many types of text summarizing approaches, categorizing 
them according to input, output, content, and purpose. 
The paper's primary emphasis is on extractive and 
abstractive text summarizing algorithms based on output. 
Extractive summarization summarizes by simply 
extracting information from the input text. Abstractive 
summarization is a more complicated method because it 
summarizes the text in its language. The abstractive 
technique produces better and more semantically 
connected summaries. Readers would benefit 
significantly from an overview of the benefits and 
drawbacks of different techniques, as well as a concise 
explanation. Text summarization techniques can be 
applied helpfully depending on the user's needs. 
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