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Abstract - In our society, we do find some people who are 
visually impaired. They may face difficulties while doing 
their daily activities and hence need someone to rely on for 
help. Till date many technologies for assistance of visually 
blind people have been developed. Among the various 
technologies, this project made use of Artificial Intelligence 
technology and  proposed a helpful system for visually 
impaired people. The project performs classification on real-
time images or videos  using the webcam. With the use of 
such emerging advanced technology, blind people can 
interact with their surroundings. We are able to utilize the 
facilities of technology for the betterment of the society by 
developing helpful, affordable, transportable and 
economical systems. 
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1. INTRODUCTION 

Artificial Intelligence systems have various applications 
and one such application is the Blind Assistance System 
which is built for helping the visually impaired. It not only 
assists them through voice commands but also does image 
recognition of the photographs captured or with the help 
of a camera it recognizes the object and describes it in 
audio. Such systems have made navigation easier for 
visually impaired people. Even if the person is blind, 
partially sighted or with progressive loss of vision, this 
system can help him to travel through familiar or 
unfamiliar places assisting him with voice commands. 

 The fundamental concept is to develop a valuable 
framework for the disabled individuals. The framework 
assists them through the YOLO (You Only Look Once) 
algorithm which detects the objects in the surrounding 
and lets the user know through speech recognition. 
Sometimes, it happens that the blind person fails to judge 
the distance of the obstacle ahead of him resulting in  
falling down and getting hurt. So, such a person needs an 
assistance or device that can inform him about the 
position of the objects situated ahead[1]. Thus, the object 
detection tool becomes the most used blind assistance tool 
for visually impaired people. Also, they need to be assisted 
through voice commands for proper navigation. 

 

 

2. BASIC CONCEPT 

The main idea is to develop a useful and efficient 
framework for the disabled individuals. The framework 
assists them by using the YOLO (You Only Look Once) 
algorithm which detects the nearby objects in the 
surrounding and informs the user via speech 
recognition.These features can be combined into a single 
device or system that is user-friendly and simple to 
operate. For proper navigation, they  require assistance 
from voice instructions. 

Applications: 

1. Indoor navigation can be done efficiently. 

2. Foundations and NGOs can make use of this system for 
the visually impaired. 

3. Can be used by individuals when they need to travel to 
unknown places alone. 

3. OVERVIEW OF ALGORITHM  

3.1 YOLO ALGORITHM 

 YOLO algorithm is an algorithm that uses convolution 
neural networks to detect objects in real-time. This 
algorithm is based on a regression problem where it 
detects the object and provides the class probabilities of 
the detected objects.  The prediction of objects in an image 
takes place in a single run of an algorithm. Among the 
various different variants of  YOLO, YOLOv3 and tiny YOLO 
are the most commonly used[2]. The pre-trained Common 
Objects in Context(COCO) dataset is used in the 
implementation[3]. 
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Fig 3.1: YOLO Algorithm 

Advantages of YOLO algorithm: 

●   Speed:  As this algorithm is fast, it is ideal for real-
time processing. 

●   High accuracy: Predictions are made from one 
single network. 

●   Range: It is better than any other methods when 
generalizing from natural images to even artworks. 
Thus, it is more generalized. 

4. PROPOSED SYSTEM 

 

Fig 4.1: Proposed System 

1. The aim is to build a system that can detect, 
classify and identify objects that are captured by 
the camera.  

2. The camera module takes in the image as input 
from the ongoing video and stores the captured 
image for further preprocessing. 

3. After that, feature extraction is done on the image 
and is further compared with the already trained 
dataset. It detects the object from the frame and 
recognizes the object to which category it belongs 
to.  

4. After recognition, it then calculates the distance 
between the object and user. And also alerts 
whether it is at a safe distance or not.  

5. It makes use of an audio synthesizer to generate 
speech commands thereby alerting the user about 
the object and its distance. 

With such a framework  being able to detect  objects and 
being able to provide the correct distance, the user will 
feel more secure and will be more aware of his/her 
surroundings. The postponement between the detected 
object and the audio output to the user is made less and 
the audio output is clarified enough for the user to 
perceive[4]. Also the audio will be in the language 
understood by the user. 

4.1 PSEUDO CODE: 

1. Import required dependencies like opencv, numpy 

2. Import training dataset (COCO) 

3. Import darknet framework 

4. Import suitable convolutional weights 

5. Input data(image or video) is fetched from the 
webcam that captures the object. 

6. Feature Extraction of the image is done in the next 
step, where the splitting of frames into 13x13 cells 
takes place along with Blob generation (stores images 
as bytes) and Bounding box construction.  

7. The next step involves Object Classification where the 
confidence (X, Y, W, H) is updated and the relative 
position is found – Mid, Top, Bottom.  

8. Once the features have been extracted and the objects 
are classified, the corresponding text descriptions are 
sent to the gTTS API where the text is analyzed and 
the letter to sound conversion takes place. 

9. The output is predicted correctly from the results of 
the classification and the object is recognised with the 
audio. 
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5. RESULT ANALYSIS 

Objects in the environment have been recognized and 
detected with more than 90% test accuracy. Below Figures 
represents the snapshot of the system. It displays the 
name of the object and its probability. whilst the 
application also tells the class label and how far the object 
from the person through the device's speakers. 

Fig 5.1: User Interface 

 

Fig 5.2: Result 1 

 

Fig 5.3: Result 2 

Advantages 

● The system makes use of text-to-speech technology 
which provides audio descriptions of the 
surroundings and helps users to travel with 
confidence. 

● The system is mobile, robust, user-friendly and 
efficient. 

● As we made use of the YOLOv3 algorithm, it is easier 
to detect even the small objects hence, making the 
system more effective. 

● The user will be able to interact with the system in the 
language known to him  and thus will feel safe and 
confident using it. 

● The system is affordable and reliable. 

● Real-time interface. 

Limitations 

● The system requires internet connectivity for text-to-
speech conversion and hence, it cannot work well in 
offline mode. 

● If the system compatibility is poor, there may be a 
delay in displaying the frames on the screen. 

6. FUTURE SCOPE 

In future we may also try to evaluate with other 
algorithms and with more parameters and images . We 
will try to implement this analysis on our own created 
dataset which is more effective and objective. Currently 
our system is made considering only three languages, but 
in future we will add more languages. 

7. CONCLUSION 

The project and the proposed system successfully reached 
a stage where a user-friendly, portable and accessible 
system using image processing technologies is in a 
position to assist visually imapired people in navigating 
their way and helping them in handling their daily 
activities with ease. Thus, this system gives them a sense 
of visualization because it helps them in visualizing their 
nearby environment based on their voice commands. This 
system consists of an easy architecture which makes it 
complexity-free and user-friendly. 
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