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Abstract- Our project combines human and machine-based approaches to text summarization using a multi-stage 
extractor-abstractor network. We use an initial abstract generated by Google’s Pegasus abstraction model as a reference to 
create an initial extraction generated by using a novel statistical extraction model that we created. The method uses word 
frequency and likelihood of occurrence in the reference summary to generate an accurate extract from the original document, 
this is then used as an input to the abstractor. This method allows us to create an accurate extracted input to the abstraction 
stage, this improves the efficiency and speed of the abstractor thereby improving the overall performance of the system. This 
method is similar to human abstraction method, we first extract important parts of the document before it is shortened to 
create an abstract sentence.  
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1. INTRODUCTION  

An effective text summarization technique is an exhaustively researched area in the field of Natural Language Processing. 
Text summarization requires shortening of text documents while preserving their intended meaning. This is usually 
achieved in two ways, either using extraction or abstraction. 

 The extraction method [1] [2] [3] involves selection of important sentences from the original document such that the total 
number of sentences in the final document is less than that of the original document. In this method there is no rephrasing 
of the sentences from the original document as they are included without change to the final summary. This method 
provides a fast but primitive abstract. 

The abstraction method [4] [5] actively rephrases the sentences from the original document in a concise manner before 
including them to the final summary. This method requires machine learning models that can rephrase sentences while 
their meaning remains unchanged. Even though abstractive method provides a more human like summary, the process is 
often slow and erroneous as sometimes the final summary may contain sentences that are semantically inaccurate or 
convey a different meaning that that is intended in the original document. 

Although some models combine [6] the use of extraction and abstraction, they are not mainstream and applications that 
implement these methods for a large user base do not exist, therefore our summarization system aims to be accessible to a 
large user base via an online platform. The website will be an easy-to-use application that allows users to upload large 
documents and create summarised documents free of cost. 

We propose a novel summarization technique which is a combination of both human and machine approach to text 
summarization, we first create a reference abstraction of the original document using Google’s Pegasus abstraction model, 
this abstract is used just as a reference to determine the salient sentences from the original document. We use a likelihood-
based extraction method in which we find the probability of adding a sentence from the original document to the extracted 
summary using the Pegasus abstract as a reference. 

Our contributions therefore include: 

A free summarization tool that will be widely accessible to a large userbase, a novel extraction mechanism that can provide 
accurate extracted summaries using a statistical approach, A novel abstract-extract-abstract system that can provide much 
more accurate results. 

2. MODEL 

 The model works by first creating a reference abstract using the Pegasus model [7], this is then used to determine 
the salient sentences from the original document using a statistical approach, this shortened version is then passed 
through the abstractor again to create a final summary. 

 The initial document is first summarised abstractedly using the Pegasus model and some important words from 
the original document is appended to this abstract, this forms the reference document containing salient words from the 
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initial document, now we make another separate document that contains unimportant words from the initial document. 
These two documents then act as reference points which is used to classify whether a sentence from the initial document 
should be added to the final extract or not. Once the extracted summary is obtained, we again use the Pegasus model to 
abstract the extracted summary, this method ensures that we get an accurate summary that includes all the salient 
sentences from the initial document that is rephrased so that the final summary is concise and semantically correct. This 
method therefore incorporates the advantages of both the extractive and abstractive approach. 

3. RELATED WORKS 

 We find that the majority of the works done on automatic summarization is mainly focused on extraction or 
compression-based approaches. There are also some recent abstraction-based approaches using neural abstractive models 
[8] [9], RL based metric optimization [10], coverage [11] [12] [13], copy mechanism [14] [15], graph-based attention [16] 
etc. Reinforcement Learning is also an extensively used method in this field, Q-learning based RL for extractive 
summarization [17] is also an effective method. RL policy gradients have been used for producing accurate abstractive 
summaries. 

 Some works in this field also include use of selective gates [18] to improve attention in abstractive summarization. 
There are also works that attempted cascaded small non-recurrent networks on extractive QA, producing a scalable, 
parallelizable model [19]. 

4. EXTRACTOR  

 The extractor is a new sentence level selection mechanism that uses naïve bayes to estimate the maximum 
likelihood for a sentence to be added to the extracted summary. To achieve this, as mentioned above we first create a 
temporary reference abstract using the Google’s Pegasus model. Then we use a statistical technique to find salient words 
from the initial document, for this we first determine the frequency of occurrence of each no filler word in the original 
document, then we use other parameters like capitalization and spacing to find other salient words that were not included 
in the initial abstract. These words are then appended to the abstract such the it contains almost all the salient words from 
the initial document while ignoring all the unimportant filler words from the original document. These filler words are 

the probability of occurrence of each word in the sentence to the prior probability.  

then included into another file which is also used as reference to perform naïve bayes.

 Fig -1: Model Schema 
 

 

For each sentence in the original document, we find its likelihood to be included in the extracted summary by multiplying 
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     L =       
        

Likelihood ‘L’ is given by multiplying the probability of occurrence of each word in the given sentence by the prior 
probability ‘P’. If the calculated likelihood is lower with respect to the temporary reference abstract, then the sentence will 
not be included in the extracted summary and vice versa. 

5. WORD WEIGHTAGE 

6. ABSTRACTOR 

 We use the Pegasus model for the two abstraction stages within our project. The first stage abstraction produces a 
larger file that tries to include more salient sentences, this is used as reference along with the weighted words selected 
from the original document to act as reference for initial extraction. Once the initial extraction is completed, we use the 
extracted output as the input for the second stage of abstraction, since the input of the second stage of abstraction is more 
concise than the original document, the second stage of abstraction will be much faster and provide much more accurate 
results as the input is tailored during the initial extraction stage. We intend to use our on novel abstraction system that 
produces faster results than Pegasus system as a future scope of our project, as of now we decide to continue with the 
Pegasus system as it provides concise and accurate abstracts that works well with our new extraction mechanism. 

7. USER INTERFACE 

 The UI is an easy-to-use web application that allows the user to select and upload the documents to be 
summarized directly to our servers which then employs our summarization algorithm to produce an accurate summary 
and then returns a downloadable link to the user. The web application is developed using HTML, CSS, JavaScript front end 
stack. For testing purposes, we host the web application initially on a local Linux server using apache2. 

8. HUMAN VALIDATION 

 To ensure the accuracy and semantic consistency of our summarization algorithm, we conduct human evaluation 
of the output at various stages to ensure that the output meets the various criteria required. We also compare the output of 
our summarization techniques to the output produced by other commonly used summarization algorithms to compare 
speed and accuracy. Human validation is only conducted during the testing phase and is not required after the deployment 
of the application. 

9. CONCLUSION 

We find that the summarization technique proposed has the following contributions - 

1. A free summarization tool that will be widely accessible to a large userbase 

2. A novel extraction mechanism that can provide accurate extracted summaries using a statistical approach 

3. A novel abstract-extract-abstract system that can provide much more accurate results. 

We find that our summarization technique is slightly slower than some state-of-the-art fast abstraction and extraction 
systems due to our three-stage process but we find that due to this process we are able to produce much more accurate 
results consistently. 
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