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 Abstract: EEG signal-based emotion recognition has 
been employed in medical, affective computing, and 
other biotech domains. Compare the work by 
analysing the main factors involved in the 
recognition process, such as feature extraction, 
subjects, and classifiers. The emotional activation 
curve is used for the demonstration of the emotional 
activation process. Have used different algorithms, 
each of which extracts features from EEG signals and 
classifies emotions using machine learning 
techniques such as CNN, KNN, LSTM, and random 
forest, in which different parts of the trail are used to 
train the proposed model and predict its impact on 
emotion recognition results.  

This paper gives a comparative analysis of  existing 
approaches and proposed methods. The accuracy of 
identifying depression patients' emotions as 
positive, negative, or neutral is better when a 
random forest method is applied. 

Keywords: Random Forest, CNN, KNN and LSTM, EEG, 
Mind Monitor  

I. Introduction  

Emotion and voice recognition can be used to identify 
depression, which is a prevalent mood disorder defined 
as feelings of melancholy or anger that interfere with a 
person's personality and can be used to determine and 
classify people's depression. As a result, the earlier 
depression is identified, the more easily it can be treated. 

EEG (electroencephalography) is being used in brain 
systems and rehabilitation engineering to address this 
problem with a low-cost, non-invasive, and high-
resolution technology. 

The experimental paradigm, emotion and voice feature 
extraction, feature selection, training, and testing 
datasets, as well as geographical information feature 
extraction and selection, are all covered in this work. 

The main focus will be on investigating different 
categorization strategies and how they affect accuracy 
and module selection, as well as which model is best and 
how to select the best module. 

Developed an online web application that may be used to 
determine whether a person is depressed on a positive, 
negative, or neutral scale. 

The participants were given stimuli of six human faces 
presented with faces in the crowd, and the dataset 
included 16 patients with depression and 14 healthy 
controls. 

Dimension features can deceive classifiers, so selecting 
the correct features is crucial. Support vector machine, 
Bayes Net, K-nearest neighbor (knn), Convolutional 
neural network (CNN), Long short-term memory 
(LSTM), and Random Forest approaches are widely used 
for discriminating classes. 

EEG signals, like many other physiological signals, are 
nonlinear and nonstationary. To analyse them, linear 
and nonlinear parameters such as spectrum density, 
Lempel complexity, variance, fluctuations, entropy, 
correlation dimension, and permutation entropy are 
used. 

electroencephalogram (EEG) system and device with 
1/4/812/24/36/48/60 channels. It is the process of 
recording and interpreting electrical activity in the brain. 
The electrical impulses produced by brain nerve cells 
follow a rhythmic pattern. 

This is consistent with the neuroscience premise 
that neurons are the brain's building blocks. These 
neurons transmit data from the rest of our body to the 
brain and back. It analyses the change in electrical 
potential caused by an electrically active cell's impulse. 
Ion flow causes the action potential. Ions are positively 
or negatively charged molecules. A neuron can generate 
a current by modifying the flow of these ions, resulting in 
an action potential. If neurons stimulate the ion flow 
from one neuron, these flows accumulate, and a 
threshold is met, indicating that this neuron will create 
an action potential. EEG recordings are now available. 

EEG equipment is primarily used to capture and measure 
brain-wave patterns, and the resulting recording is 
referred to as an electroencephalogram or EEG. 

For the EEG dataset, eight linear features and nine non-
linear features were derived from alpha 8-––13Hz, beta 
13-30Hz, and theta 4-8Hz waves, with the beta 
frequency band receiving the greatest accuracy using 
Random Forest and KNN. 

The channel dimension comprises EEG spatial 
information since the electrode channels are positioned 
at different locations on the human skull. The best 
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spatial information must be chosen while selecting EEG 
channels. The common spatial pattern (CSP) was 
demonstrated to be the most successful technique for 
brain interface optimization of the spatial spectrum filter 
in the previous research. 

This research compares multiple categorization methods 
to offer an excellent EEG-based depression diagnosis 
approach based on geographical information. 

II. Implementation:   

1. Data Selection and Loading 

 The data selection process involves choosing 
data from the EEG emotion dataset to predict depression 
in patient emotions. We need EEG equipment to collect 
real-time data. A few questions may arise, so let's 
address them. 

2. Device configuration:  

The dry electrodes of the Muse 2 headset are 
made up of a single metal that functions as a conductor 
between the electrodes and the skin. The connection is 
aided by a small amount of sweat between the skin and 
the electrode. Wet electrodes, which use an electrolytic 
gel as a conductor between the skin and the electrodes, 
are also available. The Muse is a dry electrode that is 
easy to use. 

Seven sensors are included in the Muse headband, four 
of which are passive electrodes. 

Frontal electrodes: AF7 and AF8 Temporal electrodes: 
AF7 and AF8 Frontal electrodes: AF7 and AF8 Temporal 
electrodes: AF7 and AF8 Temporal electrodes: AF7 and 
AF8 Temporal electrodes: TP9 and TP10 are two 
different types of TP. 

A reference sensor (Fpz) and two bridging grounds are 
located in the centre of the forehead. 

In terms of brain structure, the 10-20 placement divides 
the brain into some important areas for EEG 
implantation. 

Executive processes including planning, decision-
making, expression, behaviour, and managing certain 
parts of speech and language are all pre-frontal (Fp) 
activities. 

Movement control, logic, emotions, speaking, and 
problem-solving are all frontal (F) functions. 

Auditory (A), memory (M), and processing (P) are all 
temporal (T) concepts. 

Parietal (P): attentiveness, sensory perception 

Visual functions are performed by the occipital (O) 
cortex. 

Sensorimotor activities are located in the central part of 
the brain (C). 

Now that we have this brain structure, we can insert the 
muse sensors. Figure 4 depicts the 10-20 system, with 
colours indicating where the Muse2 electrodes should be 
placed. 

 

Figure 1: 10-20 system placement of the muse2 electrodes 

Src: Mind Monitor  

The reference electrode in Muse is Fpz, and the 
electrodes are TP9 (left ear), TP10 (right ear), AF7 (left 
forehead), and AF8 (right forehead). It monitors the 
potential differences (voltage) between the active 
electrodes and Fpz rather than capturing brain inputs. 
Muse measures voltage fluctuations in the 
temporal/parietal lobe (TP) and frontal lobe (FL) (AF). 

As neurons are present in the brain and are 
wired together, this is how it functions. Neurons 
frequently fire in clusters, and a larger cluster of neurons 
firing at the same time results in a larger amplitude in 
our EEG readings. According to a study, huge groups of 
neurons fire together every now and then, while small 
groups fire more frequently. As a result, lower frequency 
brain waves had higher amplitude and vice versa. 

Let's take a look at what human brain waves are and 
how they can aid in data collection. 

Based on the logarithm of the power spectral density 
(PSD) of the EEG data for each channel. The EEG PSD 
values read from the sensors are typically in the -1 +1 
range. These have the following frequency spectrum: 

Delta - 1-4Hz 

Theta - 4-8Hz 

Alpha - 7.5-13Hz 

Beta - 13-30Hz 

Gamma - 30-44 
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3. Collecting the data 

The Mind Monitor app is a popular data 
collection app. This is a third-party app that assists in the 
data collection from Muse devices.  

Sprinkle some water on the electrodes on the 
Muse device for better measurement; this will assist in 
leaving a trail of sweat on the forehead, which will 
improve the connection. 

Also, set the notch filter to the desired notch 
frequency, which eliminates electrical signals from the 
power line. You can enable marker buttons just above 
the notch frequency. These can be used to identify 
certain areas of our data. This will aid in the labelling of 
specific activities during the recording process. 

To record, press the record button on Muse, 
which will create a CSV file. By default, data for absolute 
brain waves, raw EEG signals, accelerometer, gyroscope, 
headband on or off, and HSI is captured every second 
(Horseshoe Indicator). 

The recording interval can be modified, and it 
can be set to constant, i.e., raw EEG signals are captured 
at 256 Hz, and brain wave data is acquired at 10 Hz. 

We can band-pass the signal after getting the 
EEG data to keep the frequencies that carry relevant 
information and apply a notch to eliminate AC inference. 
Now, distinct frequency bands are analysed 
independently by band pass filtering each band, namely 
delta, theta, alpha, beta, and gamma, which have lower 
frequencies with higher amplitude and vice versa. 
Following that, we can segment the data using markers 
to distinguish sentences; these segments are then used 
as independent training/classification trails. 

We can employ Short Term Energy (STE) for feature 
extraction, which is similar to multiple speech 
processing methodologies. Equation 1 is used to 
determine the STE. 

                   2 

The length of the hamming window function for 
the samples is 'w,' and the input EEG signal is 'x.' 

The multi-taper (MT) spectrogram can be used 
for visualisation to validate the method of removing 
delta band influence from the beta band in EEG signals. 
The multi-taper method multiplies the signal with 
pairwise orthogonal data taper windows to provide 
multiple independent estimates from the same sample. 

 After that, you can get the final spectrum by 
averaging all statistically independent tapered spectra. 
We now need the time domain in order to specify the 

taper parameters for the time-bandwidth product and 
the number of tapers, as well as the moving window 
length with sample shift. The MT spectrogram of the 
beta-delta band signal can be captured with the STE for 
syllable-like spectral features. 

Now we know how to collect the data from the EEG 
(MUse2 device) and which to select.  

Here how the dataset looks like: 

Table 1: Sample Muse2 EEG dataset. 
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The data set contains three label counts namely positive 
negative and neutral  

 

Figure 2: Dataset label count positive:708, negative:708, 
neutral:716 
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Figure 3: Dataset FFT signal 

4. Data Pre-processing  

Data preprocessing is the process of removing the 
unwanted data from the dataset, i.e.  

● Removing missing data: The null values are 
removed. 

● Encoding Categorical Data: they are variable 
with a finite set of label values. 

● MIN-MAX scalar:  it scales all the data features in 
the range [0,1] or in the range [-1,1] if any 
negative values in the dataset. Scalar transforms 
features by scaling each feature to a given range.  

● Data Normalisation:  Use to scale the data of an 
attribute so that it falls in a smaller range, such 
as -1.0 to 1.0 or 0.0 to 1-.0. 

● Batch Normalisation: Applied on neural 
networks where training is done in mini-batches 
on neuron activation such that the mean of 
output lies close to 0 and the standard deviation 
lies close to 1. 

● Layer Normalisation: dependent on batches, 
then the normalization is applied to the neuron 
for a single instance to all features. Here, mean 
activation and standard deviation remain close 
to 0 and 1.  

The adjustments made to our data before applying the 
method are referred to as pre-processing. It's used to 
turn unclean data into clean data. 

The data must be in the appropriate format for the 
machine learning model to get the best results. 

Outlier detection, removal, and missing values are the 
initial steps in the preprocessing pipeline. Here, we 
employed a distribution-based outlier detection 
approach, in which a combination of distributions is 
fitted to the data. Because the data in our software would 
be difficult to fit adequately with just one distribution, 
we might be able to attain a more accurate fit by using a 
blend of distributions. As a result, we employ a mixture 

model. In this example, we utilised three different 
distributions.   

When the distribution is less than 0.005, a data point can 
be called an outlier. In a dataset with 2000 data points, 
we use outliers on average approximately ten times, 
with 30 outliers. 

 

Figure 4: An outlier detection using a mixture model. 

5. Data Transformation and Dimension Reduction.  

Dimension reduction with PCA (Principal Component 
Analysis) is used for feature engineering and data 
transformation. PCA is used to reduce the dimensions of 
the data for visualisation, such as plotting a 2D or 3D 
graph by lowering the dimensions to 2 or 3. Here, we 
must choose which components should be included in 
the data. In PCA, the first and last components explain 
the most and least variance, respectively. Now we select 
a variance that does not diminish significantly. 

   For the engineering feature in the windows: 

1. Add the frequency with the largest amplitude as 
an indicator of the most relevant frequency in 
the window for the engineering characteristic. 

2. Multiply each frequency with its amplitude to 
get the weighted signal average of the 
frequency. 

3. Divide the sum of the results by the sum of the 
amplitudes. 

4. Calculate the spectral entropy of the system. We 
compute the power spectral density, then 
normalize the values to the sum of 1, allowing us 
to see it as a probability density function. 

5. Calculate the entropy using the entropy 
calculation. 

The next step is to combine all of our datasets into a 
single large dataset. We shuffle all of our user data at 
random and use it as input for our model. This will assist 
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us in determining whether or not our situation is non-
temporal. 

Creating, validating, and testing training and test sets. 
We'll divide our data by 60-20% into training data, 20% 
into validation data, and 20% into test data at random. 

6. Machine Learning Models/ Classification  

 Using sci-kit-learn, build six distinct machine learning 
models. Non-deterministic models have a random 
component, whereas deterministic models always 
produce the same results. 

Deterministic models are: 

● Convolutional Neural Networks (CNN) 

● K-nearest Neighbours (KNN) 

● LSTM (recurrent neural network) 

Non-Deterministic models are:  

● Neural Network  

● Random Forest (RF)  

 Here we found that the Random Forest Model, with grid 
search, gives the best accuracy of 97%, followed by CNN, 
with an accuracy of 82%, and KNN, with 94%.  

The reason for utilising the RNN model is that it tries to 
find out what the differences are between our positive 
and negative instances so that classification can be 
performed. These networks, known as RNNs, read your 
input sequentially while maintaining a "memory" of 
what they've already read. Because of the association 
between words, these are extremely beneficial when 
dealing with text. 

It now combines the predictions of several decision trees 
into a single model, as it does with Random Forest. Also, 
by integrating several trees into one ensemble model, 
RM helps reduce the large variance of a flexible model 
like a decision tree. 

 The Neural Network will require far more data than a 
single person can provide. For the sake of performance, 
the neural network will just shred the interpretability of 
our features to the point that they become worthless for 
specific models or tasks. 

The outcome of a KNN algorithm is entirely dependent 
on the nearest neighbours, which may differ depending 
on our selection. It is also affected by distance metrics. 

CNN, on the other hand, takes the characteristics from 
the input data and extracts them. which are really useful 
for conducting research. 

 

Fig. 4: System FLow diagram 

III. Result   

Table 2: Classification Techniques with an Accuracy 
Difference 

Models -> KNN CNN RM RNN 
(LSTM) 

Accuracy 94% 86% 97% 95% 

MAE 0.07 0.58 0.05 0.4 

MSE 0.41 0.75 0.11 0.30 

RMSE 0.56 0.86 0.33 0.66 

 

Random Forest has the highest accuracy of 97 percent, 
followed by CNN and KNN, which have 84 percent and 
94 percent of accuracy, respectively. 
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Fig. 6: Evaluation of a three-label classification. 

Found that the random forest model, with grid search, 
gives the best performance: an F1 score of around 0.85.  

IV. Conclusion 

The system  analyses  the user's mindset using EEG 
signals and makes a prediction based on that. Because 
these solutions are more affordable, government 
hospitals and medical experts may prefer to use them for 
diagnosis. 

This research looks at a variety of categorization model 
strategies that can help you get the best results. Random 
Forest has the highest accuracy of 97 percent, followed 
by CNN and KNN, which have 84 percent and 94 percent 
accuracy, respectively. 
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