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Abstract – Metaverse refers to online spaces which allow 
people to interact with one other in a more captivating way 
than a website. This can be achieved through virtual reality 
(VR) and augmented reality (AR). To make the Metaverse 
more connected to reality, we make use of real-life objects 
that translate into the Metaverse, that's where the need to 
have state of an art model to achieve this goal. In this paper, 
we have proposed a way to create such objects using 
Generative Adversarial Networks (GANs) coupled with an 
Autoencoder. GANs will create a new object, the object could 
be anything from animals to human faces, cartoon figures 
etc. With the creation of such objects, the goal is basically 
achieved here. However, the output given by the GAN model 
is not of very high-quality that's where Autoencoder comes 
in with the use of Autoencoder the object is upscaled (super-
resolution). 
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1. INTRODUCTION  

Metaverse [1] is like ad immersive world where the user 
can interact with others, attend a concert etc. which is 
achieved with AR and VR technologies. In this VR world, 
we may make our model and react with such different 
models this paper aims to make this goal more realistic by 
creating objects based on real-life entities with which 
these models (people) can react. 

1.1 Generative Adversarial Networks (GANs) 

Generative Adversarial Networks [2] also known as GANs 
consist of a pair of neural networks namely generator and 
discriminator that compete with each other. As the name 
suggests, the generator has to generate images while the 
discriminator has to detect whether the image generated is 
real or fake. The discriminator is fed at random real images 
from the data set it's trained on and images generated by 
the generator, it has to successfully identify the real image. 
On the other hand, the generator has to generate a better-
quality image such that the discriminator fails to 
discriminate between the real image and generated image. 
The basic idea of a GAN model is to create a fake never seen 
image with help of existing data. The model stops training 
when the Nash equilibrium is achieved. 

The following is the general loss function of GAN called 
Minimax loss there are many other variations of this loss 
function.  

Ex[log(D(x))] + Ez[log(1-D(G(z)))] 

In the above minimax loss equation, D(x) is the 
discriminator’s estimate of the probability that the present 
data is real. Ex is the expected value over all real data 
instances. G(z) is the output given by the generator from 
noise G. D(G(z)) is the estimate of the probability that the 
fake instance is real   

1.2 Autoencoders 

Autoencoder [3] is an interesting variant of a Fully 
connected neural network, It consists of three parts the 
encoder, the bottleneck and the decoder. The encoder 
takes the input and its compression is performed in order 
to store the spatial data in the bottleneck which only 
consists of three neurons, Therefore the bottleneck stores 
the spatial data in a lower dimension. this data is further 
fed into the decoder which is again a fully connected layer 
and the original image is generated. The bottleneck is 
forced to learn important information in order to 
compress the data into lower dimensions such that using 
the same data the original image can be generated. 
Autoencoder just like GAN has many variations depending 
upon the fully connected layer sometimes it's replaced by 
pooling layers. Depending upon the variation of 
Autoencoder the loss function may vary, mentioned below 
is general a loss function: 

min E(A, B) = min E(xt) = min ∆(A ◦ B(xt), xt) 

2. PROPOSED WORK 

In this paper, we propose a model which will generate real-
world objects including human faces with help of a 
Generative Adversarial Network model and upscale the 
pixel quality of the generated object with help of 
Autoencoders, this generated object will be further used in 
AR/VR application to serve the need of brining real-life feel 
in Metaverse. For the GAN model, we made use of the Deep 
Convolutional Generative Adversarial Network (DCGAN) 
[4] which consists of the deep convolutional layer in the 
generator and discriminator. In the case of the 
autoencoder, we made use of both the convolutional layer 
and pooling layer for both encoder and decoder. the GAN 
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model and Autoencoder model were integrated and the 
output generated was ready to be fed into the AR/VR 
application. In the next section, we will look into this 
process in more detail as we explore the methodology  

 

Fig -1: Structure of the Application 

3. METHODOLOGY 

3.1 Generating images using GANs 

A custom dataset was created by us which consisted of 
human faces with more than 5000 images. the images 
were preprocessed reshaped in 28x28x1 and fed into the 
generator which consisted of a dense layer and three 
convolutional layers, Batch normalization [5] was used 
and leaky ReLU [6] as the activation function. In the case 
of the discriminator three convolutional were used and in 
the final layer, the sigmoid activation function was used. 
For the optimizer, we chose the Adam optimizer to train 
the discriminator. 

 

Fig -1: Architecture of DCGAN Model 

3.2 Super-image resolution using Autoencoders 

The output generated from the DCGAN model is fed into 
the autoencoder model. The autoencoder model consists 
of three parts the encoder, the decoder and the bottleneck 
which learns the latent space representation of the data. 
For the encoder, we made use of 7 which consisted of 
convolutional layers, Dropout layers and Pooling layers. 
Meanwhile, for the decoder, we used 15 layers consisting 
of convolutional layers, pooling layers and upscaling 
layers. We made use of ReLU activation and L1 
normalization. The training was done in batches. 

 

Fig -2: Output of the Autoencoder Model 

4. RESULTS 

4.1 Result from the DCGAN Model 

The following are outputs produced by the Deep 
Convolutional Generative Adversarial Model (DCGAN). 
Based on the 5000 image data the model was trained on. 

 

Fig -1: First result generated by the DCGAN model 

 

Fig -2: Second Result generated by the DCGAN model 

4.2 Super Image Resolution using Autoencoders 

After getting outputs from the DCGAN model the results 
were fed into the Autoencoder model below are super 
image resolutions of the outputs ready to be fed into 
AR/VR applications  
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Fig -3: First Result generated by the Autoencoder model 

 

Fig -4: Second Result generated by the Autoencoder model 

5. CONCLUSION 

In this paper, we have proposed a way to make the 
metaverse more connected to the real world by including 
human faces the approach can however be even used to 
include other objects like cars, animals etc. The Deep 
Convolutional Generative Adversarial network was 
responsible for generating the images and Autoencoders 
was used for image supper resolution to upscale the 
images. The images generated can be used in AR/VR 
applications. 
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