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Abstract – The technique of discovering and 
understanding human activities is known as human action 
recognition. The major goal of this procedure is to recognize 
people in films that may be utilized for a variety of 
applications. It can be used for security, surveillance, and 
other operations. Our video classifier is based on the UCF101 
dataset. The dataset contains films of various acts, such as 
playing the guitar, punching, bicycling, and so on. This 
dataset is widely used in the construction of action 
recognizers, a kind of video classification application. We 
introduce a class of end-to-end trainable recurrent 
convolutional architectures that are ideal for optical 
comprehension tasks and illustrate how helpful these 
models are for action detection. In contrast to past models 
that assumed a fixed visual representation or conducted 
simple temporal averaging for sequential processing, 
recurrent convolutional models develop compositional 
representations in space and time. To understand temporal 
dynamics and convolutional perceptual representations, our 
recurrent sequence models may be trained together. We'll 
evaluate two models: LRCN and ConvLSTM, to see which one 
performs the best. 
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1. INTRODUCTION 
 
    The challenge of anticipating what someone is doing is 
known as Human Action Recognition (HAR). Activity 
detection, or recognizing human activity, is a critical 
element in computer vision. The effort of following and 
comprehending what is happening in the film is really 
difficult. Develop an automated method to detect an 
activity in a video where a human is executing it. The goal 
is to compare the outcomes of a ConvLSTM and LRCN-
based artificial intelligence-based human action 
recognition system in videos. 
 
Objectives of HAR in Videos: 
 

A. Learn visual characteristics from video frames.  

B. Detect specific motions/ Recognize human 
actions.  

C. Recognize people's activity in video sequences.  

D. Boost the understanding of the ongoing event. 

E. Compare the performance of the two models. 
 

    HAR's applications include predicting users' energy 
consumption and promoting health and fitness, detecting a 
fall and the user's subsequent movements, automatic 
customization of the mobile device's behavior based on a 
user's activity, augmented localization based on context 
detected using activity information, personal Biometric 
Signature, and so on. 
 

2. LITERATURE SURVEY 
 
    A key driving factor in video recognition research has 
been the development of image recognition algorithms, 
which have been repeatedly changed and enlarged to cope 
with video data. For example, [1]'s technique involves 
recognising sparse spatiotemporal interest locations, 
which are subsequently represented using local 
spatiotemporal features: Histogram of Oriented 
Gradients [3] and Histogram of Optical Flow. The traits are 
then stored in a Bag of Features representation, which is 
pooled over many spatiotemporal grids and combined 
with an SVM classifier. Dense sampling of local 
characteristics beats sparse interest locations, according 
to a subsequent study [2]. 

 
    State-of-the-art shallow video representations [5] 
employ dense point trajectories instead of calculating local 
video characteristics over spatio-temporal cuboids. The 
method, which was initially described in [7], entails 
changing local descriptor support areas to follow dense 
trajectories estimated using optical flow. The Motion 
Boundary Histogram (MBH) [4], a gradient-based feature 
computed independently on the horizontal and vertical 
components of optical flow, has the highest performance 
in the trajectory-based pipeline. Two recent 
breakthroughs in trajectory-based hand-crafted 
representations (in [5]) are the compensation of global 
(camera) motion [5, 9] and the application of the Fisher 
vector encoding [8]. 

 
    Attempts to design a deep learning model for video 
recognition have also been numerous. Because the 
majority of these experiments employ a stack of 
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consecutive video frames as input, the model must learn 
spatio-temporal motion-dependent properties implicitly 
in the initial layers, which might be problematic. [6] 
presented an HMAX architecture with predetermined 
spatiotemporal filters in the first layer for video 
recognition. It was then merged [9] with an HMAX model 
to create spatial and temporal identification channels.  
 
    The temporal stream ConvNet works with multiple-
frame dense optical flow, which is commonly computed by 
solving for a displacement field in an energy minimization 
framework. A typical approach [1] for expressing energy 
based on intensity and gradient constancy assumptions, as 
well as smoothness of the displacement field. There have 
been efforts in [10] to use sensor data from smartphones 
to detect human activity. These uses the spatial 
movements of a person to detect his actions. Deep neural 
networks are also being used. 
 
    Many attempts have been done over a long period of 
time to identify human action, and the field continues to 
evolve as computer vision improves. Soon we will have a 
technology that accurately predicts human behaviours and 
actions. 

 
3. EXISTING METHODS 
 

Method Title of the Paper Year Limitations 

 

2D CNN 

“Human Activity 
Recognition using 
Accelerometer and 

Gyroscope Data 
from Smartphones” 

 

2020 
 

Limited activity 
recognition, doesn’t 

consider the impact of 
carrying cell phones 

in different locations. 

 
 

Single 
Frame 
CNN 

 
 

“Large-scale Video 
Classification with 

Convolutional 
Neural Networks” 

 

 

2014 

Fails to use a pre-
trained model to 

extract features and 
use it in other deep 

learning models, 
ignores temporal 
relations of frame 

sequences. 

 
 

CNN 
 + 

RNN 

 

 
“Video Classification 

using Machine 
Learning” 

 

 

2020 
 

Transfer learning of a 
pre-trained Deep 

Learning model to our 
system loses 

association with 
spatial and temporal 

data. 

TABLE 1 – EXISTING METHODS 

 

 

 
4. PROPOSED METHODS 
 

We suggest two architectures:  

    1. Long-term Recurrent Convolutional Networks 
(LRCNs), a type of optical recognition and characterization 
architecture that manages to combine convolutional layers 
(CNNs) and long short term memory (LSTMs), a more 
advanced form of recurrent neural networks. It has CNN 
layers whose output is fed into LSTM units. 
 
    2. ConvLSTMs, which integrates time series with 
computer vision employing convolution recurrent cells in 
an LSTM layer. These includes convolution operations in 
matrix operations of LSTM cells. Both of these models can 
analyze variable-length input sequences as well as 
variable-length output sequences, and they try to predict 
diverse video characteristics. We are trying to compare 
the two models in order to identify which one performs 
best. We compare these models by testing them on 
random YouTube Videos.  
 

4.1 SYSTEM DESIGN AND FLOW DIAGRAM 

 
Fig. 1 - Flow Chart 
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A.  Data Pre-processing - The information was gathered 
from the UCF 101 Dataset. The accuracy of the intended 
system is directly influenced by the quality and amount of 
data collected. We understand and clean data in this step. 
 
B.  Frame Extraction - In this step, for each of the videos, 
we extract equally spaced frames, resize the frames, and 
normalize the resized frames of the video. 
C.  Dataset Creation – We take frames from each video 
and extract features and labels to create dataset, i.e. 
indices of the class associated with videos and paths of the 
videos in the disk. We use the above data to fabricate our 
dataset. 
 
D.  Split Data (Train and Test) - The dataset is divided 
into two parts: training and testing. 
 
E.  Training Model - The training dataset is input into 
CNN and LSTM sequentially to generate an LRCN model in 
the first scenario, as shown in Fig. 1. In the second 
scenario, as shown in Fig. 1, the Convolutional-Long Short 
Term Memory model, which combines convolutional 
operations in matrix operations of LSTM cells, is given the 
training dataset. 
 
F.  Result - We train both ConvLSTM and LRCN models on 
the created dataset and compare the performance of both 
the models by classifying random YouTube videos. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

4.2 METHODOLOGY  
 
4.2.1 LRCN MODEL 
 

 
Fig. 2 – LRCN Model Structure 

 
    Our architecture is defined by the Keras Sequential 
model. Convolution layers will be used in LRCN, and they 
will be coupled to an LSTM. We use time distributed layers 
so that we can apply the same Conv2D layers to each of the 
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frames in a sample. Because time distributions apply the 
same instance of Conv2D to each frame, the same set of 
weights are used at each frame. 
 
    There are four Conv2D layers, each with 16, 32, 64, and 
64 filters. Each of these layers use max pooling to reduce 
computational complexity and dropout to avoid 
overfitting. The output from the convolution layer is 
flattened and supplied into the LSTM layer. Finally, we 
categorize the videos using a dense layer with softmax 
activation. The structure of model is Fig. 2. 
 

4.2.2 ConvLSTM MODEL 
 
    To define our architecture, we use the Keras Sequential 
model. ConvLSTM is similar to LSTM, except convolutional 
operations substitute internal matrix multiplications. As a 
result, rather than being reduced to a 1Dimension array, 
data going through ConvLSTM keeps its input dimensions. 
Figure 3 depicts the model's structure.     

       

 
Fig. 3 – ConvLSTM Structure Model 

 
    We have four ConvLSTM2D layers with 4, 8, 14 and 16 
filters respectively.  Each of these layers use max pooling 
to reduce computational complexity and dropout to avoid 
overfitting. Flattening the video and feeding it through a 
dense network with softmax activation classifies it into 
one of 20 groups. 
 

5. RESULTS  
 
    To compare our model, we utilize the Test dataset. We 
also put our models to the test by watching random 
YouTube videos. From the video, equal-spaced frames are 
extracted. Each frame is scaled and normalized before 
being input into the prediction model. The output of both 
models is examined and reported in Tables 2 and 3, 
respectively, and the accuracies of both models are 
compared as shown in Fig. 4. 
 

LRCN Model 

 
Sequence 

Length 

Training Testing  
Trainable 

Parameters Loss Accuracy Loss Accuracy 

20  0.0512 0.9852 0.7467 0.8307 73.588 

25 0.0712 0.9809 0.7242 0.8189 73,588 

30 0.0884 0.9716 0.7689 0.8228 73,588 

 

TABLE 2 – LRCN MODEL 
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TABLE 3 – CONVLSTM MODEL 

 

 
Fig. 4– Accuracy of models for different frames 

Fig. 5 – Prediction using both models 
   
    When given a random Skiing (One of the training Class) 
video from YouTube, the LRCN model predicts the class 
with better confidence than the ConvLSTM model, as 
shown in Fig. 5. After carefully studying this data, we may 
conclude that the LRCN model is a better model for Human 
Action Recognition. 
 

6. CONCLUSION 

 
    Action recognition in videos can be achieved in 

numerous ways. We compared two popular deep learning 

techniques in this paper: The Long-Term Recurrent 
Convolutional Network (LRCN) and the Convolutional 
LSTM (ConvLSTM), a family of models that is both 
spatially and temporally deep and versatile enough to be 
used in a variety of vision tasks with sequential inputs and 
outputs. After carefully analyzing the results, our finding 
shows that LRCN model out-performs ConvLSTM model 
and also is easily trainable. 
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