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ABSTRACT 

Skin tumor is one of the most fatal diseases that can occur to the human beings. Detecting and treating a tumor almost 
concedes most of the doctor’s time. Tumor which could occur in a Skin may leads to death without any proper 
medications. And it is incurable. In today’s modern world science has evolved along with the technology. Here we are 
Proposing the system in which is used to classifying the grades of the tumor with the help of the MRI (Magnetic Resonance 
Imaging). In normally tumor can be detected as (Beningn) which has slow death rate and 50% chance of survival. And the 
other one is (Malignant) which has higher chance of death rate. But we propose a new technique which can be used to 
identity the GRADES of tumor such as (Basal Cell Carcinoma (BCC), Squamous Cell Carcinoma (SCC), and melanoma). Here 
we are using CONVOLUTION NEURAL NETWORK to classify the grades of tumor. 
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1. INTRODUCTION 

We are developing a model which is using convolution neural networks (Deep Learning). CNN contains three specified 
layers combined with the Artificial Neual Networks. The challenging task was to collect a perfect datasets for our model. 
It’s because collecting a datasets especially when it comes to image datasets it’s not a quite easy task. The datasets which 
are used to build this model were taken from Kaggle(A Machine learning Repository). At first after collecting our datasets, 
we enter into the coding part. TENSORFLOW2.0 were used. Initially we used Data Augmentation in order to provide more 
datasets to our model. The more data it reads, the more accuracy it shall provide. MRI images are a Greyscale images. So the 
pixel color will either be white or black. And then we comes into convolution part. While working with the images, 
convolution takes big part of it. The whole step of convolution is making an image smaller and faster. It’s because images 
would have high size of length and width, so it is not an easy job to compute these high pixel value images even if we use GPU 
or TPU it would take lot more time to compute. In order to avoid these we are using convolution (CONV2D) layer. In 
convolution we feed an image with resized shape and there (FEATURE DETECTOR) alias Filters are used to smaller the 
image size and reserve its pixel values into a newly created(Feature map). After, the feature map (image) goes into the 
next layer which is called as (MaxPooling2D). Maxpooling layer is used to take the maximum pixel value in the feature map 
and form a Pooled Feature. Flatten layer is to align the output from the Maxpooling layer into a single column. So that it can 
be inputted into a Dense layer and in activation. 

2. LITERATURE SURVEY 

SI 
NO 

TITLE  &AUTHOR AUTHOR YEAR METHOD ADVANTAGE 

1 Skin Cancer 
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Deep Cnn  
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2018 Pretrained alex net 
Convolutional neural 

network used in 
extracting training 

features. Skin cancer 
are classified using 

Ecoc SIM lesion 
classification 

It provide more 
accuracy,sensitivity and 

specificity. Apporoach using. 
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2 A Multiclass Skin 
Lesion Classification 
Apporoach Using 
Transfer Learning 
Based Cnn 

Cauvayk, Pc 
siddalingarwamy, 
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2021 Pre-processing 
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2021 Activation map 
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Very good image clarity 
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algorithms. 

  It provides high degree of 
accuracy.overall accuracy rate 
and performance of the system 

in large.  

5 Skin Lesion 
Classification Using 
Deep Learning And 
Image Processing 

 Atharva 
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parnnerkar,sahil 
mondal, vartav 
bharambe 

2020 Pytorch method, wide 
resnet5D ,Densenet 
121 and VGG 19 
Network are used. 

 It provides with modified 
networks, better diagnostic 
precision is obtained state of art 
application for non-invasive skin 
cancer detection.  

 

3. PROPOSED METHOD 

In this project, we have described our objective in two parts, the first half deals with detection of Skin tumour that is the 
presence of the tumor in the provided MRI. The other part that is the second part contains the classification of the tumor. 
Here, we will analyse the MRI images which will conclude the Grade of the tumor as (Pituitary,Meningioma,Gliomas). In 
general the diagram for our process. The input images will undergo various stages 

1. MRI images 

2. Pre-processing 

3. Building a CNN model 

4. Compiling a Model 

5. Accuracy Metrics 
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3.1 MRI IMAGES 

This is the first step of our proposed model. In this data is been provided with the MRI (Magnetic Resonance Imaging) that 
has been collected from the open source Kaggle (A Machine Learning Repository). The images are in Greyscale Format. 
Here the Greyscale Images are inputted into the system. 

3.2 PRE-PROCESSING 

3.2.1 Data Augmentation 

Data augmentation is a techniques are used to increase the amount of data by slightly modified copies of already existed 
data or newly created synthetic data from existing data. It acts as regularize and helps to avoid overfitting when training a 
machine learning model. 

For this model, we used data augmentation on the images to create a more copies of it just to feed to our model. So that it can 
be precise at finding patterns and wont stuck with overfitting. 

3.3 BUILDING A CNN MODEL 

STEP1: Convolution 

The whole step of convolution is to making an image smaller and faster in order to compute. A convolution is an operation 
that changes a function into something else. We do convolutions so that we can transform the original function into a form 
to get more information. Convolutions have been used for a long time in image processing to blur and sharpen images, and 
perform other operations, such as, enhance edges and emboss. 

A convolution operation is an element wise matrix multiplication operation. Where one of the matrices is the image, and the 
other is the filter or kernel that turns the image into something else. The output of this is the final convoluted image. In CNN 
filters are not defined, the values of each filter is learned during training process, the filter which end sub with the higher 
information again will be select by the model .CNN can find more meaning from images that humans designed filters might 
be not able to find. 

STEP2: Code 

from tensorflow.keras.layers import Conv2 

Conv2D (filters=32, kernel_size=3, input_shape=[64,64,2],activation=’relu’) 

STEP 3: Maxpooling 2D 

In this layer we formally use Matrix (Pool_size) to obtain the maximum values from the resulted feature map from the 
convolution layer. We can set the strides to move along the feature map. By doing this we just end up with smaller 
minimized matrix, so that our model won’t stuck with overfitting. 

 
Figure 1: Max pooling 2D Matrix 
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STEP4: Flattening 

After convolution and pooling process, we end up with Pooled feature map. In flatten layer is used to transform a resulted 
matrix into a single column, in order to pass it as input to the next fully connected layer (ANN). 

STEP 5: Fully Connected Layers 

We enter into a fully connected layers as we completed our preprocessing processes. 

3.4 COMPILING THE CNN 

Here, we are going to compile the model to get images to be trained by our model. (SGD) optimizer is used to optimize and 
loss can be calculated by using (categorical_crossentropy). 

 
Figure 2: Fully Connected Layers 

3.5 ACCURACY METRICS 

Accuracy of the model can be evaluated by using three methods that are:- Classification Report, Accuracy score, Confusion 
Matrix 

From sklearn.metrics import Classification Report,Confusion_Matrix,Accuracy_score 

3.6 MAIN THREE STAGES 

1. Basal Cell Carcinoma (BCC), 

2. Squamous Cell Carcinoma (SCC), 

3. Melanoma. 

4. CONCULSION 

Nowadays the artificial intelligence is a revolutionary thing its plays a vital role for treating and detecting such disease. For 
using this system, along with human expertise It could be more easy to identify the tumor for treating the patient. 
Tensorflow2.o library are used to develop the model .we are using Data Augmentation order to obtain a higher accuracy 
while testing MRI (Magnetic Resonance Imaging) images. In this proposed paper we used a CNN model to predict a stage of 
tumor. We notched up with 95 accuracy on testing a MRI images. Finally the MRI image is processed and the output of the 
scanned image (tumor detection/ stage of the tumor) is obtained. 
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