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Abstract - Since the coronavirus emerged, it has been 
increasingly difficult to get legitimate therapeutic resources, 
such as the scarcity of specialists and healthcare professionals, 
appropriate equipment and medications, etc. There are many 
deaths as a result of the medical profession as a whole being in 
turmoil. Due to a lack of availability, people began taking 
medication on their own without the proper consultation, 
which made their health situation worse than usual. Recently, 
machine learning has proven useful in a variety of 
applications, and creative work for automation is on the rise. 
The purpose of this paper is to present a system for prescribing 
drugs that can considerably minimize the workload of experts. 
Thus, a proposed system provides a drug recommendation 
platform that requires patient feedback to predict sentiment 
using a number of vectorization techniques. 
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1. INTRODUCTION 

As a result of the massive rise in coronavirus cases, there is a 
worldwide doctor shortage particularly in rural areas where 
there are fewer experts than in urban areas. A doctor must 
complete their education between six and twelve years. 
Therefore, it is impossible to increase the number of doctors 
in a short amount of time. An infrastructure for Telemedicine 
needs to be pushed up as soon as possible in this difficult 
moment. Medical errors occur often today. Over 200 
thousand people per year in China and 100 thousand people 
per year in the USA are associated with drug errors. More 
than 40% of the time specialists make errors while writing 
prescriptions, because specialists only have a limited amount 
of knowledge to base their decisions on. Choosing the best 
medication is essential for people who need specialists 
through in-depth understanding of microscopic organisms, 
antiviral medications, and consumers. Every day, new 
research is produced, and more medicines and testing 
equipment are made available to medical professionals. 
However, selecting a course of treatment or prescription for 
a particular patient based on reasons and early clinical 
history proves to be ever more difficult for clinicians. Item 
reviews have evolved into a crucial and essential aspect for 
purchasing things globally due to the internet’s rapid 
expansion and the growth of the web-based company sector. 
Before making a purchase, people all over the world have 
grown conventional to reading comments and searching 

internet. Although the majority of prior research focused on 
evaluating expectations and proposals for the area of health 
care or scientific therapies, E-Commerce sector has been 
infrequently examined. The amount of people searching 
online for a diagnosis because they are concerned about 
their health has increased. A Pew American Research Center 
survey taken in 2013 found that around 35% of individuals 
checked for digital clinical diagnosis, whereas about 60% of 
people searched for health-related issues. In order to help 
physicians and patients learn more about medications for 
specific medical situations, a medication recommender 
system is obviously essential. A common method called a 
“recommender platform” suggests items to users based on 
their needs and benefits. These approaches use customer’s 
reviews to analyze client emotion and offer a suggestion for 
their specific requirements. The drug recommender system 
uses sentiment classification and feature extraction to 
conditionally provide medications depending on patient 
feedback. Sentiment analysis is a development of 
approaches, techniques, and instruments for identifying and 
separating sentimental information from language, such as 
opinions and thoughts. On the other hand, Featuring 
engineering requires adding new features to the ones that 
already exist in order to enhance model performance. 

2. PROBLEM STATEMENT 

The world is experiencing a doctor shortage due to the 
exponential increase in coronavirus cases, particularly in 
rural areas where there are fewer specialists than in urban 
areas. A doctor must complete their education between six 
and twelve years. As a result, it is impossible to add more 
doctors in a short amount of time. An infrastructure for 
Telemedicine needs to be pushed up as soon as possible in 
this difficult moment. 

3. LITERATURE SURVEY 

Wittich CM et al. [1] The work in this paper is focusing on the 
pharmaceutical errors which are reviewed for practicing 
physicians with an emphasis on terminology, definitions, 
incidence, risk factors, disclosure and legal consequences. 
Numerous variables can contribute to medication errors, 
including those related to the drug, the patient, and the 
healthcare provider. One or more of the outcomes that 
doctors may encounter after making drug prescription 
errors includes losing the faith of their patients, civil 
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proceedings, criminal charges, and health board discipline. 
Various approaches have been tried with varying levels of 
success in preventing pharmaceutical errors. The ability of 
medical professionals to give their patients safe care may be 
improved by learning more about drug errors. 
 
Bartlett JG et al. [2] In more than 10 years since the last 
Community-Acquired Pneumonia (CAP) proposal from the 
American Thoracic Society (ATS) / Infectious Diseases 
Society of America, the process for creating guidelines has 
altered, and new clinical data have been created (IDSA). Due 
to the expansion of information regarding the diagnostic, 
treatment, and managerial decisions for the patient care 
with CAP, we purposefully limited the extent of this 
framework to cover judgments from the point of medical 
diagnosis of pneumonia to the end of antibiotic treatment 
and carry chest image processing.  
 
T. N. Tekade et al. [3] This article offers a brief summary of 
aspect mining methods as they apply to the search for new 
drugs. For the pharmaceutical industry, it is crucial to 
conduct research on the earliest possible detection of 
adverse drug reactions. A difficult task is identifying 
important topics from brief and noisy reviews. The 
probabilistic aspect mining model (PAMM) is suggested as a 
solution to this issue in order to find the aspects and subjects 
related to class labels. Due to a special characteristic of 
PAMM, it concentrates on discovering features specific to a 
single class rather than simultaneously detecting features for 
all categories during each operation. 
 
Doulaverakis et al. [4] Drug-drug and drug-disease 
interactions can be difficult to identify, and finding the 
necessary information can be challenging due to the 
enormous number of medications that are already on the 
market and the ongoing pharmaceutical research. Although 
international standards have been created to facilitate 
effective information exchange, such as the ICD-10 
classification and the UNII registration, medical staff still has 
to be regularly informed in order to efficiently identify drug 
interactions prior to prescription. In prior publications, the 
usage of Semantic Web technology has been suggested as a 
solution to this issue.  
 
Gao, Xiaoyan et al. [5] The work in this paper is focusing on 
the recommendation of drugs with Graph Convolution 
Network, which mainly employs the mechanism of 
information propagation and embedding propagation layers 
to model high-order connectivity and elaborate the 
representation learning. The proposed system involves three 
key components namely the embedding layer, information 
propagation, and prediction layer. The work is mainly 
focuses on the accuracy rather than the evaluation of the 
recommendation system. 
 
Li-Chih Wang et al. [6] The proposed system in this paper 
focused on recommending a parameter that is efficient by 

using a curing parameter recommendation system. The 
proposed system involves a voting method that is developed 
by seven Machine learning algorithms. These ML models are 
trained as the classifiers mainly to recommend a candidate 
representative medical datasets. The dataset with the 
highest frequency is chosen to be the recommended 
representative dataset. Long short-term memory networks 
are used for pre-adjusting to predict the heating curve.  
 
Susannah et al. [7] In this research, a deep learning approach 
for health-based medical datasets is proposed. This 
approach automatically identifies what meal should be 
supplied to which person depending on the condition and 
other parameters like age, race, body weight, calories, fat, 
sodium, protein, fiber and cholesterol. The integration of 
deep learning and machine learning methods such as 
regression analysis, naive bayes, recurrent neural networks, 
multilevel perceptrons, gated recurrent units, and long 
short-term memory (LSTM) is the main goal of this study 
framework. The characteristics of these IoMT samples were 
evaluated and further processed prior to using machine 
learning, deep learning, and other learning-based methods. 
 

4. OBJECTIVES 
 
1. Analyzing the internal workings of our proposed system 
using individual and group machine learning techniques like 
regression analysis and naive bayes, as well as deep learning 
algorithms like GRU, RNN and LSTM. 

2. Giving a thorough explanation of how our system 
functions in accordance with the product and patient disease 
specifications.  

3. Examining how our AI and deep learning systems behave 
in order to better grasp the nature of the patient’s problems 
and the medications they should take at the right time.  

4. We demonstrated using a study of our machine learning 
and deep learning that various patient conditions have 
various recommender proofs, which may call for various 
treatments and particular care. 
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5. SYSTEM ARCHITECTURE 

 

Figure 1: Representation of System Architecture 

The above figure determines the system architecture of the 
proposed system. The system architecture involves 
following steps: 

A. Data Gathering and Preprocessing 

Machine Learning needs models and a lot of data in 
order to work. The procedure of gathering signals that 
monitor actual physical situations and converting the 
obtained results into electronic integer values which a 
computer can manipulate is known as Data Gathering. 
Processing primary data involves the subsequent 
procedures. It is necessary to combine a huge amount of raw 
data obtained from field surveys in order to compare the 
details of individual responses. A method for transforming 
unclean data into clean data sets is known as Data 
Preprocessing. Real-world information is consistently 
inaccurate and missing of particular behaviors or patterns. It 
is also frequently inconsistent and incomplete. 

B. Feature Selection and Data Preparation 

In order to create attributes for machine learning 
algorithms, one must use domain information from the data. 
The technique used here is called feature engineering. By 
generating features from input data that assists in the 
machine learning model, feature extraction can improve the 
prediction capacity of machine learning algorithms. In 
machine learning, feature engineering is the essential skill 
that distinguishes significantly among a successful model 
and a poor model. The concept of “feature engineering” 
involves taking raw data and turning it into features that the 
predictive models can use to more accurately depict the 
underlying issue. The practice of grouping and categorizing 
data based on particular characteristics is known as Data 
Classification. It may be done either in accordance with 
numerical characteristics or in accordance with attributes.  

 

C. Model Construction and Model Training  

The act of training an ML model involves providing the 
learning algorithm with training set to use as a learning 
resource. The model artifact produced during training is 
recognized as a “Machine-Learning model”. The correct 
solution sometimes referred to as a goal or target attribute, 
needs to be incorporated in the training data. The learning 
method constructs an ML model that represents these 
patterns by looking for patterns in the training data that 
relate the characteristics of the input data to the target.  

D. Model Verification and Outcome Evaluation 

The model is employed to fresh input during the testing 
phase. There are two distinct samples for the training and 
test data. Designing a machine learning technique with the 
intention of performing it effectively. Generalize well to fresh 
data in the test set as well as the training set. Real-time data 
will be passed for the prediction when the built model has 
been evaluated. Once a forecast has been made, the result 
will be examined for the most important data. 

6. RESULTS 

The drug review sample utilized in this study was obtained 
from the UCI ML resource. This data comprises six 
components: the name of the drug taken, the review of the 
patient, the patient’s status, the valuable count, which 
indicates the amount of people who encountered the review 
beneficial, the date of the review entry, and a 10-star patient 
rating that indicates how satisfactory the patient is overall. 
According to the user’s star rating, each review in this work 
was categorized as either positive or negative. Positive 
ratings are those with five or more stars, whereas negative 
ratings vary from one to five stars. 

In figure 2 we can see top 20 medical conditions with the 
greatest number of treatment options. One factor to observe 
in this figure is that there are two green bars, which indicate 
the criteria that have little significance.  

 
Figure 2: Most recommended drugs per conditions 
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Figure 3 demonstrates that the features used are effective 
pattern predictors with high accuracy and little error.  

 

Figure 3: Model accuracy vs loss 

Figure 4 displays the top four medications that our algorithm 
recommends for the five top medical issues including acne, 
contraception, high blood pressure, anxiety and depression. 

  

Figure 4: Top four medications proposed for the five 
major conditions 

7. CONCLUSION 

Whether we are purchasing, buying products online or 
eating out, reviews are gradually becoming a part of our 
daily routine. We use reviews to help us make the best 
choices. Multiple Machine Learning techniques were used to 
construct a recommender system which includes 
Perceptron, Multinomial Naive Bayes, Logistic Regression, 
Ridge classifier and LinearSVC implemented on TF-IDF, Bow 
and classifiers like LGBM, Decision Tree, and Random Forest. 
Our examination of models using five main metrics: f1score, 
validity, recall, precision and AUC score reveals that the 
Linear SVC using TF-IDF outperforms all other models with 

93 percent accuracy. On the other hand, the Word2Vec 
Decision tree algorithm scored the worst, reaching only 78% 
accuracy. We integrated the top expected sentiment values 
from each strategy LGBM on Word2Vec (91%) Perceptron 
on Bow (91%) Random Forest on manual features (88%) 
LinearSVC on TF-IDF (93%) and combined them by the 
standardized useful count to establish a recommender 
system. This provided us with the drug’s total score for each 
condition. In order to enhance the effectiveness of the 
recommender system, future work will evaluate various 
oversampling techniques, use alternative n-gram values, and 
simplify algorithms. 
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