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Abstract -  A human posture and tracking system in which 
we utilize a deep learning model to fit in data from humans 
and then train the model to recognize a certain personality 
utilizing media pipelines. It may be used as a security system in 
homes and businesses to prevent unwanted entrance. Pose 
Detection is a framework for creating multimodal audio, 
video, or any type of time series data. The Pose detection 
framework may be used to create an outstanding ML pipeline 
for inference models like TensorFlow and TFLite, as well as 
media processing routines. Pose estimation from the video is 
critical for augmented reality applications such as overlaying 
digital content and data on top of the physical world, signing 
recognition, full-body gesture management, and even 
quantifying physical exercises, which will form the basis for 
yoga, dance, and fitness applications. A large number of 
possible positions, variable degrees of mobility, occlusions and 
a range of looks or clothes make creating an assessment for 
fitness applications, particularly tough. In contrast to the Face 
Mesh and Pose detection Hand following pipelines, where we 
calculate the ROI from predicted key points, we expressly 
forecast two extra virtual key points for the human cause 
following that clearly depict the actual body rotation and 
measurement as the circle. So this application can be used for 
Home security applications and if built on a larger scale, it can 
be used in companies for high-profile security with extra facial 
recognition making it a more secure system. 
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1.INTRODUCTION  
 

People detection has long been a focal point of debate for 
many purposes in classical object detection. Using stance 
detection and pose tracking, computers can now read human 
body language thanks to recent advancements in machine 
learning algorithms. These detections' accuracy and 
hardware needs have now improved to the point where they 
are economically practical. High-performing real-time pose 
identification and tracking will deliver some of the most 
significant developments in computer vision, has a profound 
impact on the technology's progress. Computer vision tasks 
like human position estimate and tracking include finding, 
connecting, and following semantic key points. "Right 
shoulders," "left knees," or "vehicle's left brake lights" are a 
few examples of semantic keypoints. The accuracy of posture 
estimate has been limited by the large processing resources 

needed to execute semantic keypoint tracking in live video 
data.  

Human Posture Tracking and Estimates is one of the major 
research areas of computer vision and deep learning. The 
reason for its importance is the abundance of applications of 
this type of technology in our daily lives. Human pose 
skeletons usually represent the orientation of a person 
graphically. That is, it can be used to identify the personality 
of Mannerism. In essence, a set of points coordinated can be 
used to show a person by linking those points. Here every 
part in the physical structure is called a hinge, or valid point. 
A valid connection between two parts is called a pair, but not 
all combinations of parts are valid pairs. Various approaches 
to tracking and estimating human posture have been 
introduced over the years. These methods usually first 
identify each part and then form a connection between them 
to create that particular pose.  

2. LITERATURE REVIEW 

L. Sigal et al, They have displayed data that was gathered 
using a hardware setup that can record synchronised video 
and 3D motion that is accurate. The resulting HUMANEVA 
databases have several participants carrying out a series of 
predetermined behaviours repeatedly. Approximately 
40,000 frames of synchronised motion capture and multi-
view video (producing over a quarter million total picture 
frames) and an additional 37,000 time instants of pure 
motion capture data were gathered at 60 Hz. In order to 
evaluate algorithms for 2D and 3D posture estimation and 
tracking, a common set of error metrics is provided. 
Additionally, they have discussed a baseline approach for 3D 
articulated tracking that employs a comparatively 
conventional Bayesian framework with optimization 
through sequential importance resampling and annealed 
particle filtering.They investigated various likelihood 
functions, previous models of human motion, and the 
implications of algorithm settings in the context of this 
fundamental algorithm. Their research indicates that image 
observation models and motion priors play significant roles 
in performance, and that Bayesian filtering often performs 
well in a multi-view laboratory setting where initialization is 
possible. The scientific community has access to the datasets 
and the software. This infrastructure will aid in the creation 
of fresh articulated motion and pose estimation algorithms, 
serve as a benchmark for assessing and contrasting novel 
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approaches, and contribute to the advancement of the state-
of-the-art in human pose estimation and tracking[1]. 

D. Mehta et al, They have put forth a CNN-based method for 
estimating a 3D human body's posture from a single RGB 
photograph that overcomes the problem of models' poor 
generalizability when trained just on the incredibly little 
amount of publically accessible 3D pose data. Through the 
transfer of learnt features and generalisation to in-the-wild 
scenarios, they have demonstrated cutting-edge 
performance on known benchmarks using just the current 
3D pose data and 2D pose data. Additionally, a novel training 
set for estimating human body posture from monocular 
photos of actual people was provided, with the ground truth 
being obtained via a multi-camera marker-less motion 
capture system. It enhances the diversity of poses, human 
look, clothes, occlusion, and views in the current corpora and 
allows for a wider range of augmentation.  

Their 3D posture dataset exhibits superior in-the-wild 
performance than current annotated data, and is further 
enhanced in conjunction with transfer learning from 2D pose 
data. They also supplied a new benchmark that includes both 
indoor and outdoor situations. In essence, they proposed 
that transfer learning of representations is essential for 
universal 3D body position estimation, together with 
algorithmic and data contributions[2]. 

L. Bourdev et al, Poselets, a novel kind of component 
presented by them, are designed to form dense clusters both 
in the configuration space of keypoints and in the 
appearance space of picture patches. In this research, 
they created a novel poselet-based method for people 
detection. They simply employed 2D annotations, which are 
significantly simpler for novice human annotators, as 
opposed to that work, which used 3D annotations of 
keypoints. A two-layer feed-forward network that has its 
weights set using the maximum margin method has been 
trained. Then, based on experimentally obtained spatial 
keypoint distributions, the revised poselet activations are 
grouped into mutually coherent hypotheses. In order to offer 
a segmentation, shape masks are matched to picture edges 
and bounding boxes are predicted for each human 
hypothesis.With an average precision of 47.8 percent and 
40.5 percent, respectively, on PASCAL VOC 2009, the 
resultant system is now the best performer on the job of 
persons detection and segmentation, to the best of 
their knowledge[4]. 

L. Pishchulin et al. they have compared human activity 
recognition methods that are holistic and pose-based on a 
large scale using the "MPII Human Pose" dataset. 
Additionally, they have examined the variables that affect the 
success and failure of holistic and pose-based approaches. 

The data in this dataset was systematically gathered from 
YouTube videos using a taxonomy of common human 
activities that includes 410 activities. Around 25K photos, 

40K annotated postures, and rich annotations on the test set 
are included. Over 1 million frames, 3D torso and head 
position, body component occlusions, and a video sample for 
each picture [5]. 

Z. Cao et al, They have provided a method for accurately 
identifying the 2D poses of several persons in a photograph. 
The method learns to link body parts with people in the 
image using nonparametric representations known as Part 
Affinity Fields (PAFs). No matter how many individuals are 
in the image, the architecture stores global context to enable 
a greedy bottom-up parsing phase that achieves real-time 
speed while maintaining excellent accuracy. Two branches of 
the same sequential prediction method are used in the 
architecture to jointly learn the locations of the parts and 
their associations. Our approach won the first COCO 2016 
keypoints challenge and, in terms of performance and 
efficiency, outperforms the previous state-of-the-art result 
on the MPII Multi-Person benchmark[6]. 

Mykhaylo Andriluka et al. they has collected a 
comprehensive dataset with established classifications for 
more than 800 human activities. The images collected cover 
a wider range of human activities than previous datasets, 
including various leisure, professional, and home activities, 
and capture people from a wider range of angles. For each 
frame, we provided adjacent video frames to facilitate the 
use of motion information[7]. 

Leonid Pishchulin et al.they have discussed about the task of 
clearly estimating the human posture of multiple people in a 
real image. They proposed the division and labeling 
formulation of a set of body part hypotheses generated by a 
CNN-based parts detector. Its formulation, which is an 
instance of integer linear programming, implicitly performs 
non-maximum suppression of a set of sub-candidates and 
groups them to form a body part composition that respects 
geometric and appearance constraints increase[8]. 

N. Dalal et al, They investigate the issue of feature sets for 
reliable visual object recognition using a test case of linear 
SVM-based person detection. They examined current edge- 
and gradient-based descriptors and demonstrated 
experimentally that grids of HOG descriptors greatly exceed 
existing feature sets for human detection. They looked at 
how each stage of the computation affected performance and 
came to the conclusion that fine-scale gradients, fine 
orientation binning, somewhat coarse spatial binning, and 
excellent local contrast normalisation in overlapping 
descriptor blocks are all crucial for successful outcomes. The 
original MIT pedestrian database can now be separated 
almost perfectly using the new method, thus we present a 
more difficult dataset with over 1800 annotated human 
photos with a wide variety of poses and backdrops[9]. 

Alexander Toshev et al.they have suggested a method for 
estimating human poses based on Deep Neural Networks 
(DNN). Pose estimation is formulated as a DNN-based 
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regression problem for body joints. They have presented a 
cascade of such DNN regressors, resulting in highly accurate 
pose estimates[15]. 

J. Tompson et al, they have proposed a unique architecture 
that consists of a productive "position refinement" model 
that is trained to guess the joint offset location within a 
circumscribed area of the picture. To increase accuracy in 
human joint position prediction, this refinement model is 
concurrently trained in cascade with a cutting-edge ConvNet 
model. We demonstrate that our detector beats all other 
methods on the MPII-human-pose dataset and that its 
variance approaches the variance of human annotations on 
the FLIC dataset[18]. 

Matthias Dantone et al.they used a two-tiered random forest 
as a common regressor. The first layer acts as an identifiable 
and independent classifier for body parts. The second layer 
can predict the location of joints by taking into account the 
estimated class distribution of the first layer and modeling 
the interdependence and general occurrence of parts. This 
leads to a frame of pose estimation that already considers 
the dependencies between body parts for general 
localization[24]. 

Yi Yang et al.the orientation is recorded by combining the 
templates of each part. They describe a general and flexible 
mixed model for capturing context-related co-occurrence 
relationships between parts and complement the standard 
spring model for encoding spatial relationships. In this paper 
they show that such a relationship can capture the idea of 
local rigidity. So they present experimental results on a 
standard pose estimation benchmark that suggests that their 
approach is the latest system for pose estimation[25]. 

Fangting Xia et al.they first train  two fully convolutional 
neural networks (FCNs), the pose FCN and the part FCN, to 
provide initial estimates of the pose joint potential and the 
semantic partial potential. Then, the two types are fused 
with a fully connected conditional random field (FCRF) to 
use the new smoothness term for segment joints to create 
semantic and spatial consistency between parts and joints. 
To refine the part segment, the refined pose and the original 
part potential are integrated by the part FCN, and the pose 
skeleton feature serves as an additional regularization hint 
for the part segment. Finally, to reduce the complexity of 
FCRF, they guide human detection boxes, derive graphs for 
each box, and speed inference by 40 times[26]. 

Cheol-hwan Yoo et al. It has been demonstrated that 
converting an original picture into a high-dimensional (HD) 
feature is efficient for cacategorizingmages. In order to 
increase the face recognition system's capacity for 
discrimination, this research introduces a unique feature 
extraction technique that makes use of the HD feature space. 
The local binary pattern may be broken down into bit-
planes, each of which contains scale-specific directional 
information of the facial picture, they have found. Each bit-

plane has an illumination-robust property in addition to the 
intrinsic local structure of the face picture. They created an 
HD feature vector with enhanced discrimination by 
concatenating all of the deconstructed bit-planes. 

The HD feature vector is subjected to orthogonal linear 
discriminant analysis, a supervised dimension reduction 
technique, in order to miniminimize computational 
complexity while maintaining the integrated local structural 
information. Numerous experimental findings demonstrate 
that under different lighting, stance, and expression changes, 
current classifiers with the suggested feature outperform 
those with other traditional features [30]. 

3. HUMAN BODY MODELLING 

Today, there are several models for performing pose 
estimation. Here are some methods used to estimate the 
pose: 

1. Open pose 

2. Pose net 

3. Blaze pose 

4. Deep Pose 

5. Dense pose 

6. Deep cut 

Model-based approaches are typically used to describe and 
derive poses for the human body and render 2D or 3D poses. 
Most methods use the rigid kinematic joints model. In this 
model, the human body is represented as a unit with joints 
and limbs that contains information about the structure and 
shape of the kinematic body. There are three types of models 
for modeling the human body: 

3.1  TYPES OF HUMAN BODY MODELS 

 Both 2D and 3D posture estimates are performed 
using a kinematic model, often known as a skeleton 
model. This flexible and intuitive human body 
model includes various joint positions and limb 
orientations to represent the anatomy of the human 
body. Therefore, skeletal posture assessment 
models are used to capture the relationships 
between different parts of the body. However, 
kinematic models have limitations in expressing 
texture or shape information.This can be seen in 
Fig.3.1. 
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                                   Fig.3.1. Kinematic Model 

 A planar or contour-based model used to estimate a 
two-dimensional pose. A flat model is used to 
represent the shape and shape of the human body. 
In general, body parts are represented by many 
rectangles close to the contours of the human body. 
A typical example is the active shape model (ASM), 
which is used to obtain complete graphs of the 
human body and silhouette deformation using 
principal component analysis. 

 

                         Fig.3.2. Planar or Contour based Model 

 A volumetric model is utilised to estimate 3D 
posture. There are a variety of common 3D human 
body models that may be used to estimate 3D 
human position using deep learning. For example, 
GHUM& GHUML(ite) are fully trainable end-to-end 
deep learning pipelines that simulate statistical and 
articulated 3D human body form and position using 
a high-resolution dataset of full-body scans of over 
60'000 human configurations. 

 

                           Fig.3.3.Volumetric Model 

3.2 CHALLENGES FACED DURING MODELLING 

The body's look joins alter dynamically owing to various 
types of clothing, arbitrary occlusion, occlusions due to 
viewing angle, and backdrop contexts, making human 
position estimation a difficult operation. Pose estimation 
must be resistant to difficult real-world variables like 
illumination and weather. As a result, image processing 
algorithms have a hard time identifying fine-grained joint 
coordinates. It's particularly tough to keep track of minor, 
scarcely visible joints. 

4. VIDEO PERSON POSE TRACKING 

After the text edit has been completed, the paper is ready 
for the template. Duplicate the template file by using the Save 
As command, and use the naming convention prescribed by 
your conference for the name of your paper. In this newly 
created file, highlight all of the contents and import your 
prepared text file. You are now ready to style your paper; use 
the scroll down window on the left of the MS Word 
Formatting toolbar. 

4.1 HOW DOES POSE ESTIMATION WORK 

Position estimation uses a person's or object's pose and 
orientation to estimate and monitor their location. Pose 
estimation, on the other hand, allows programs to estimate 
the spatial locations ("poses") of a body in an image or video. 
Most posture estimators are two-step frameworks that first 
identify human bounding boxes before estimating the pose 
within each box. 17 distinct key points may be detected 
using human pose estimation (classes). Each key point has 
three integers (x, y, v), with x and y indicating the 
coordinates and indicating whether or not the key point is 
visible. 
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4.2 POSE ESTIMATION WITH DEEP LEARNING 

In posture estimation tasks, deep learning approaches 
(image segmentation or object identification) have resulted 
in considerable advancements and performance benefits. 

Model for detecting people/poses (BlazePose Detector) 

The detector we utilized is based on our own lightweight 
Blaze Face model, which is used as a surrogate for a human 
detector in Face Detection. It predicts two more virtual key 
points that accurately characterize the human body's center, 
rotation, and size as a circle. The radius of a circle 
circumscribing the entire body, as well as the inclination 
angle of the line joining the shoulder and hip midpoints, are 
all predicted. 

Landmark Model Pose (BlazePose GHUM 3D) 

In Posture detection, we employed a landmark model to 
forecast the placement of 33 pose landmarks. 

5. PROPOSED WORK 

A deep learning method is developed in this research to 
recognise a person based on his or her walking style or 
mannerism. To begin, the BlazePose Model is utilised to 
extract 33 skeletal key points from a video stream of 5 
seconds. The essential elements are then entered into the 
model algorithm, which predicts the likelihood of the 
individual walking. For a testing purpose, data of 3 people are 
collected and trained by Deep Learning Model. 

5.1 Data Collection 

Datasets for various people are acquired by taking 30 5-6 
seconds recordings of each individual, which are then put 
through the BlazePose Detector to obtain the 44 skeleton 
essential points. The facial region's key points are 
eliminated, and the remaining key points are put to a CSV 
file with the class label Person's unique identification. 
This information is then loaded into a Deep Learning 
Model, which classifies each individual. 

5.2 Data Preprocessing 

Following data collection, 90 frames (90 rows) of the 
same class label are chosen and concatenated. During 
inference, the same technique is followed. Then the 
dataset is split into classes and labels during training 
period. Now this data is ready to be fed into the Deep 
Learning Model. The data is stored in CSV file as 
mentioned in Figure.5.1. 

 

Fig. 5.1. Sample Data for Person 1 

5.3 Model Architecture 

After Data Preprocessing, the data is fed into the Deep 
Learning Model for training. This model was trained 
using the given data for 100 epochs using Tensorflow 
Keras API. Categorical Cross Entropy (Softmax Loss) loss 
function is used with an Adam Optimizer with a learning 
rate of 0.0001. This model produced an accuracy of 
96.88% in the Training Set and 94.12% in Test Set. A 
Deep Learning Model is created as shown in Figure.5.2. 

 

 Fig 5.2. Deep Learning Model Architecture 

5.4 Overall Working 

First the key points for 90 frames from video streams of 3 
persons walking is taken by BlazePose Model. Using 
these key points, a Deep Learning Model is trained. After 
training, model is deployed as an application. The video 
stream is read from the camera continuously and the 
application 90 frames from this video stream and 
extracts the key points from those 90 frames. These key 
points are the preprocessed and are concatenated 
together as a single array. This array is then fed into the 
Deep Learning Model. The Deep Learning Model predicts 
the probability of Person walking. 
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6. RESULTS 

There are lots of methods to identify a human or a person. 
Some of them are fingerprint, face recognition, voice 
recognition, etc. These methods are called as biometrics. 
Biometrics refers to the identification of humans by their 
characteristics or traits. “Footstep” a new biometric has been 
proposed by a group of researchers in 1997. In their 
research, they stated that the footstep of a person has a 
unique property and it is different for a different person. So 
it could be an identity to detect a person. The main benefit of 
footsteps over the known biometrics is that this is a 
behavioral fact of humans and it is difficult to replicate by 
others. 

So using this footstep biometrics we can differentiate the 
walking pattern form from person to person. Moreover, we 
will be able to find or identify a human or a person by their 
walking pattern.  There are various methodologies proposed 
and implemented to recognize persons based on their 
footsteps. One of the methodologies uses sensors. There are 
different kinds of sensors to get information about footsteps 
like pressure sensors. That could be placed in the floor or 
could be in the person’s foot ware. But implementing this is 
costly and requires a lot of preprocessing, power and energy. 
Another pattern can also be the walking sound of a person. A 
study shows that it is possible to identify a person accurately 
just by hearing their walking sound. And the accuracy rate is 
about 66%. This technique requires high-quality noise 
canceling microphones to be deployed in the Detection 
System. In this paper, we propose a most efficient and cost 
effective way to detect person based on their walking style. 
We have collected video samples for each person (30 videos 
each 5 seconds). Body Key points of each person's is being 
extracted from each frame of the video using pretrained 
BlazePose Model. First, the key points for 90 frames from 
video streams of 3 persons walking is taken by BlazePose 
Model. Using these key points, a Deep Learning Model is 
trained. After training, the model is deployed as an 
application. The video stream is read from the camera 
continuously and the application 90 frames from this video 
stream and extracts the key points from those 90 frames. 
These key points are preprocessed and are concatenated 
together as a single array. This array is then fed into the 
Deep Learning Model. The Deep Learning Model predicts the 
probability of a Person walking. This methodology produces 
accuracy on test set upto 94%. This model uses LSTM to 
learn walking manner across 90 frames and Conv1D is used 
to identify features in each frame. 

The dataset was collected and is divided into 3 parts or splits 
(Training, Validation, and Test Set). Softmax Loss and 
Categorical Accuracy are used as metrics to check the 
performance of the model. The Training split had a Softmax 
Loss of 0.1873 with an accuracy of 96.88%. Validation Split 
had a Softmax Loss of 0.2521 with an accuracy of 99.98%. 
Test Split had a Softmax Loss of 0.2368 with an accuracy of 

94.12%. Deep Learning Model Softmax loss and accuracy for 
different Data Splits is given in Table 1. 

Split Loss Accuracy 

Training 0.1873 96.88% 

Validation 0.2521 99.98% 

Test 0.2368 94.12% 

 
Table. 6.1 Loss and Accuracy for various splits 

7. CONCLUSIONS  

To summarize, we have developed a Deep Learning Model 
for detecting a person from his/her walk mannerism. This 
model predicts the probability of the person walking from 3 
persons the model was trained on. By experimenting, on 
various Hyper Parameters, we got Training Accuracy of 
96.88% and Test Accuracy of 94.12% for 3 persons. 
Therefore, in this paper we have proposed a new method for 
detecting people based on their walking style. There can be 
more research done on this paper, for example, a more 
advanced and complicated Deep Learning Model can be 
trained to obtain a even more higher accuracy. Research can 
also be done to improve this methodology so that it can be 
applied to more persons which can then be used in various 
sectors as a security measure. 
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