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Abstract - Non-control-flow Trojans present in embedded 
systems provide a risk to the data utilized in the decision-
making process because of the risk they pose to that data. In 
order to adjust for the bias in the data, the output data is 
slanted in such a way that judgments are made either slightly 
earlier or slightly later than what was originally intended. 
This is done by keeping the system running continuously and 
limiting the amount of input data that the system adjusts to a 
certain geographic area. This approach eliminates the need 
for the customary testing carried out by a third party. The 
functional behavior of a binary may be extracted, shown in a 
waveform, and anomalies—also known as localized 
behaviors—can be found by using the Ghidra decompile in 
combination with the discrete wavelet transform. To do this, 
decode the data using Ghidra and then depict the functional 
behavior using discrete wavelet transform. This idea is made 
possible by the fact that the people who created the Ghidra 
decompile also created the discrete wavelet transform. With 
the help of Ghidra, one can do a Monte Carlo simulation of 
phase-shifted Bessel functions of the first type with a Gaussian 
Trojan that has random magnitude (also known as 
amplitude), location (also known as mean), and breadth (also 
known as variance). Ghidra may be used to better understand 
the behavior of a simple programmed in operation. Ghidra 
may also be used to finish out a Monte Carlo simulation of 
second-order phase-shifted Bessel functions using a Gaussian 
distribution. The discrete wavelet transform may identify 
anomalies that are situated in a very specific focal area on the 
map. 
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1. INTRODUCTION 

Due to the specialised nature of military avionics 
applications and missions, they are easy prey for Trojan 
assaults that bypass control flows. Consider an unmanned 
aerial vehicle (UAV) equipped with GPS-guided missiles and 
an autonomous weapon system. The vendor writes and 
supplies the guided missiles' decision-making software in 
binary executable form. In order to ensure the safety of the 
mission, this procedure is activated when the UAV is above 
the intended target. 

However, the organisation was breached before the binary 
was delivered, and it contains a non-control flow Trojan in 

the form of a Gaussian function; we'll call this a Gaussian 
Trojan. The missile decision system incorporates this 
function by appending it to the received coordinate before 
sending it on. The value added is zero for almost all GPS 
coordinates outside of the targets because the function is 
Gaussian. The GPS guidance is manipulated by this addition, 
and the payload is fired in the wrong direction. One possible 
outcome is that the Trojan simply diverts the payload so that 
it cannot harm anyone else. However, the Trojan may change 
the target, causing collateral damage. However, please 
explain the meaning of a Trojan that does not interfere with 
the control flow. Much of the discussion about anti-malware 
measures revolves around preventing an interruption in the 
normal execution of a programme. While a programme is 
being executed, the stack pointer follows a path known as 
the control flow. Figure 2 shows the result. Control flow is 
the process of modifying data that is used to direct execution 
of an application. Trojans alter the program's execution by 
rerouting control to malicious scripts or unneeded library 
code [2]. View Figure 2. The dynamics of flow regulation The 
system-agnostic nature of Trojans makes it possible for 
hackers to exploit a wide range of platforms with the same 
malicious code (i.e. granting the attacker equal or higher 
privileges than the victim). 

 

Figure-1: Program control flow diagram of Malware 
free Diagram. 
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Figure-2: Program control flow diagram of Program 
with Trojan 

1.1. Feature Selection Methods 

Below we discuss two statistical techniques to feature 
selection, principal component analysis (PCA) and logistic 
regression (LR), that were selected and used due to their 
good performance in feature selection work for the detection 
and identification of malware. Through the use of principal 
component analysis (PCA) and logistic regression 
techniques, the most emblematic features of network traffic 
from the CICAndMal2017 dataset were selected. 

1.2. Concepts of Security. 

The nature of software is established by the kind and extent 
of the information it contains. One may forecast the input 
and output data's sequence and time thanks to determinacy. 
System designers may benefit from three separate 
resources—confidentiality, integrity, and availability—as 
they work to build a safe and reliable end result. 

 

Figure-3: CIA Triad 

The above diagram shows the interdependence of three core 
concepts: privacy, security, and accessibility. This is known 
as the CIA triad, and it is widely acknowledged as the three 
most important tenets of information security. Any 
vulnerability in even one part of the system might allow the 
whole thing to be compromised. 

1.3. Key Terminologies 

There is some terminology used in the malware: 

1.3.1. Attack Vector. 

An attack vector is a technique for gaining unauthorized 
access inside a computer or network for a criminal purpose 
by exploiting the system's weaknesses. 

1.3.2. Risk. 

It is the potential for harm to come about as a result of any 
danger in the threat landscape exploiting the system for its 
own ends, including the disclosure of sensitive information 
like user names and passwords, the loss of proprietary data, 
and the tarnishing of the company's good name. Damage to 
or loss of data stored on computer systems is another 
definition of risk. 

1.3.3. Threat. 

Anything that can take advantage of vulnerability, either 
intentionally or unintentionally, to gain access to, harms, or 
destroy an asset. 

1.3.4. Vulnerability. 

Different threats can exploit weaknesses or holes in a 
systems security programme, design policies, and execution 
to obtain unauthorized access to a computer system or 
network. 

2. METHODOLOGY 

Matlab code is located that may be used to run the 
simulation of the Chapter-01 scenario. In Figures 4 and 5, we 
see the instant the UAV shoots against the target (the 
structure outlined in black) from a circling perspective in 
Figure-4 and a birds-eye perspective in Figure 5. The 
unmanned aerial vehicle (UAV) is hovering right above the 
target, and the red GPS coordinates established beforehand 
indicate that the payload will actually reach the target. 
Figures 6 and 7 depict the inclusion of a Gaussian Trojan as a 
supply-chain embedded assault to the guided missiles' GPS 
readings from comparable perspectives. This allows the 
system to fire the payload on a fresh target located 400 miles 
distant after the UAV's GPS reading has already transmitted 
the fire instruction. By extending this situation by another 
degree of longitude, the distance would increase to 60 miles 
(calculated using [7]). 
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As discussed in Chapter I, localized behavior refers to the 
Gaussian Trojan's small, localized impact on the sensor 
output. However, not all regional deviations in behavior are 
harmful (i.e. the proper coordinates for firing the payload). 
So, it's impossible to predict the total number of local 
behaviors detected after accounting for noise, typical 
behavior, and malicious behavior. More local activities are 
likely to be considered normal or benign than malevolent. 
This is discussed in more depth elsewhere, however the 
phrase "localized behavior" is introduced here and used 
throughout in the text. 

To appreciate the originality of the approach, it is necessary 
to first comprehend the shortcomings of existing control 
flow Trojan detection techniques. Coding from Trojans and 
other malicious programmes is often checked against 
signature databases of previously detected malware [8]. 
While control flow Trojan signatures are generally regarded 
dangerous, non-control flow Trojan signatures are not. As 
seen above, the output of GPS sensors may have been 
intentionally tampered with via the introduction of the 
Gaussian Trojan. 

 

Figure-4: UAV Mission.-Circling view of mission 

 

Figure-5: UAV Mission-Birds-eye view of mission 

 

Figure-6: UAV Mission compromised by a Gaussian 
Trojan. Circling view of Mission 

 

Figure-7: UAV Mission compromised by a Gaussian 
Trojan. Birds-eye view of Mission 

2.1. Modern Decompilers 

Investigation and improvement of decompilers is ongoing. 
Hex-Rays decompile has been the most popular commercial 
solution for a long time. University researchers create their 
own decompilers like Phoenix and FoxDec due to the high 
price tag of commercially available options and the desire to 
push decompile research ahead. In 2019, the NSA released 
Ghidra, its decompiler, providing reverse engineers access to 
a cutting-edge platform without the need for expensive hex-
rays or scholarly studies. 
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2.1.1..Hex-Rays 

When it comes to decompilers, Hex-Rays is the gold standard 
[19, 20]. Named after the firm that created and maintains it, 
Hex-Rays, the same people behind the gold standard in 
disassembly, IDA Pro [20]. Hex-Rays has a price tag, but the 
other decompilers we've covered here are open-source and 
so free to use and contribute to. Because of this limitation, 
Hex-Rays could not be used in this investigation. 

2.1.2. Phoenix 

Schwartz et al. [19] introduced the Phoenix decompiler in 
2013. When compared to Hex-Rays [19], Phoenix's structural 
analysis technique, which makes use of iterative refinement 
and semantics preservation, was shown to recover 28% 
more controlflow structure. Decompilations with more 
information retrieved are better at extracting the binary's 
functional behaviour and the consequences of the Trojan on 
the programme, but they won't be any better at detecting 
non-control flow Trojans. 

3. RESULTS AND DISCUSSION 

3.1. Test Program 

Due to the lack of information, it is assumed that the soft-
trigger Trojan is an addition to the standard functioning 
code. The Gaussian Trojan takes its name from the fact that a 
Gaussian function with an amplitude of A, a mean of, and a 
standard deviation of 2 is quite close to 0 everywhere except 
for the range between 32 and + 32. So, to achieve the always-
on state with minimal alterations to other outputs, it is just 
to add 0 to the standard signal output. This extension 
creates, by definition, a regionalized pattern in the system 
output. 

Interesting enough, while initialise Domain is called with five 
parameters in main, the function signature only contains 
four input arguments. An unsigned long variable is initialised 
and returned unmodified by the function. The recompiled 
code is a poor representation of the original algorithm. This 
is clearly not the intended functional behaviour of initialise 
Domain, since the primary purpose of a function should 
never be to initialise an unused variable and return it. 

 

 

Figure-8: Full window view 

 

Figure-9: Remaining code in main 

In order to do some last arithmetical manipulations on 
Normal Behavior before the programme exits, it loops back 
through main as shown before. There's a lot of clutter in the 
code, and it has to be organised. From the standpoint of the 
attacker, the Trojan will be concealed (obfuscation, evolved, 
etc). The analyst will assume that there are no functions with 
names like Normal Behavior since all of the program's 
functionality is considered normal. As a result, you shouldn't 
assume that the analysis will be as easy as this one. 
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Figure-10: Normal Behavior decompiled function in 
Ghidra. 

4. CONCLUSIONS 

Soft-trigger, always-on, non-control-flow Trojans may be 
detected in their early stages by recompilation and wavelet 
analysis. Ghidra is more of a reverse engineering tool than a 
generator of safe, recompilable source code, so keep that in 
mind if you plan on using it for the latter purpose. We can 
infer sufficient functionality from the tested basic binary. On 
the other hand, the static Ghidra decompile may not be 
enough for a more complicated and, thus, more realistic 
binary. Cleaning up the code might be difficult and time-
consuming if you don't have a firm grasp of the algorithms 
included in the decompiled binaries. 

The DWT is a powerful tool for finding small-scale 
aberrations in wavelet analysis. In all three of these extreme 
examples, the Trojan created a strong pulse in high 
frequency channels that were normally quite flat (or zero) 
(i.e. Levels 1 & 2 ). Since pulses do not appear in either the 
high- or low-frequency channels, it may be concluded that 
wavelet analysis does not function for more diffuse 
abnormalities. Because of this, finding them before they pass 
the third-party test suite becomes more challenging. 

Last but not least, it is abundantly clear that non-control-
flow Trojans that directly target decisionmaking data in 
embedded systems pose a significant risk to avionics and 
other embedded technology. These Trojans might infect 
everything from a weapon system's navigation algorithm to 
an autonomous vehicle's proximity sensor, causing fire 
alarms to go off, unmanned aerial aircraft to stray off course, 
and the public to be placed in danger. As the world continues 
to push the boundaries of autonomous systems, non-control-
flow Trojans become a greater threat to the safety of 
innocent people. 
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